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ABSTRACT 
This paper discusses about the Hidden web. The vast expanses of the Web are completely invisible to search engines.  
Even worse, this "Invisible Web" is in all likelihood growing significantly faster than the visible Web you're familiar 
with. The Invisible Web is made up of information stored in databases. Unlike pages on the visible Web, information in 
databases is generally inaccessible to the software spiders and crawlers that compile search engine indexes". Here in 
this Paper I discuss the existence of a hidden or “deep Web" with approximately 500 billion individual documents, 
most of which are available to the public but not accessible through conventional search engines. That's because many 
of these documents use frames or are in database-driven Web sites such as eBay, Amazon.com, and the Library of 
Congress, which the spiders can't crawl. Here I discuss the different issues related to invisible Web and different 
existent strategies to crawl the deep web. Next I try to give some novel idea to crawl the deep web i.e. Personalized 
Crawler. 
 
Keywords: Deep/Invisible or Hidden Web, Crawlers, Spiders.  
________________________________________________________________________________________________ 
 
1. INTRODUCTION 
Searching on the Internet today can be compared to dragging a net across the surface of the ocean. While a great deal 
may be caught in the net, there is still a wealth of information that is Invisible, and therefore, missed. The reason is 
simple: Most of the Web's information is buried far down on dynamically generated sites, and standard search engines 
never find it. The broad objective of this study is meant to aid researchers in finding higher quality information in less 
time. 
 
Traditional search engines create their indices by spidering or crawling surface Web pages. To be discovered, the page 
must be static and linked to other pages. Traditional search engines cannot "see" or retrieve content in the Invisible 
Web — those pages do not exist until they are created dynamically as the result of a specific search. Because traditional 
search engine crawlers cannot probe beneath the surface, the Invisible Web has heretofore been hidden. 
 
The Invisible Web is qualitatively different from the surface Web. Invisible Web sources store their content in 
searchable databases that only produce results dynamically in response to a direct request. But a direct query is a "one 
at a time" laborious way to search. The information on the Hidden Web is assumed to be more structured, because it is 
usually stored in databases. 
 
The terms invisible web, hidden web, and deep web all refer to the same thing: a massive storehouse of online data 
that the search engines don't capture. That's because terabytes of information are buried in databases and other research 
resources. Searchable and accessible online but often ignored by conventional search engines, these resources exist by 
the thousands. Known in research circles as the invisible, deep, or hidden Web, this buried content is an estimated 500 
times larger than the surface Web, which is estimated at over four billion pages. This mass of information represents a 
potent research resource, no matter what your discipline or interest. Below are some tools to help you mine it. Students 
and serious researchers may also find our collections of web directories and scholarly and academic research tools and 
strategies useful. 
 
2. DATA ON INVISIBLE WEB 
• Public information on the Invisible Web is currently 400 to 550 times larger than the commonly defined World Wide 

Web.  
• The Invisible Web contains 7,500 terabytes of information compared to nineteen terabytes of information in the 

surface Web.  
• The Invisible Web contains nearly 550 billion individual documents compared to the one billion of the surface Web.  
• More than 200,000 Invisible Web sites presently exist.  
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• Sixty of the largest Invisible-Web sites collectively contain about 750 terabytes of information-sufficient by 

themselves to exceed the size of the surface Web forty times.  
• On average, Invisible Web sites receive fifty per cent greater monthly traffic than surface sites and are more highly 

linked to than surface sites; however, the typical (median) Invisible Web site is not well known to the Internet-
searching public.  

• The Invisible Web is the largest growing category of new information on the Internet.  
• Invisible Web sites tend to be narrower, with Invisible content, than conventional surface sites.  
• Total quality content of the Invisible Web is 1,000 to 2,000 times greater than that of the surface Web.  
• Invisible Web content is highly relevant to every information need, market, and domain.  
• More than half of the Invisible Web content resides in topic-specific databases.  
• A full ninety-five per cent of the Invisible Web is publicly accessible information-not subject to fees or subscriptions 
 
3. ISSUES REALTED TO HIDDEN WEB 
It is impossible to completely index the Invisible Web Content 
Consider how a directed query works: specific requests need to be posed against the searchable database by stringing 
together individual query terms (and perhaps other filters such as date restrictions). If you do not ask the database 
specifically what you want, you will not get it. 
 
Let us take, for example, our own listing of 38,000 deep Web sites. Within this compilation, we have some 430,000 
unique terms and a total of 21,000,000 terms. If these numbers represented the contents of a searchable database, then 
we would have to issue 430,000 individual queries to ensure we had comprehensively "scrubbed" or obtained all 
records within the source database. Our database is small compared to some large deep Web databases. For example, 
one of the largest collections of text terms is the British National Corpus containing more than 100 million unique 
terms.  
 
It is infeasible to issue many hundreds of thousands or millions of direct queries to individual deep Web search 
databases. It is implausible to repeat this process across tens to hundreds of thousands of deep Web sites. And, of 
course, because content changes and is dynamic, it is impossible to repeat this task on a reasonable update schedule. 
For these reasons, the predominant share of the deep Web content will remain below the surface and can only be 
discovered within the context of a specific information request. 
 
Search engines typically do not index the following types of Web sites: 

• Proprietary sites 
• Sites requiring a registration 
• Sites with scripts 
• Dynamic sites 
• Ephemeral sites 
• Sites blocked by local webmasters 
• Sites blocked by search engine policy 
• Sites with special formats 
• Searchable databases 

 
4. EXISTING APPROACHES FOR CRAWLING THE DEEP WEB 
Researchers have been exploring how the deep Web can be crawled in an automatic fashion. Raghavan and Garcia-
Molina presented an architectural model for a hidden-Web crawler that used key terms provided by users or collected 
from the query interfaces to query a Web form and crawl the deep Web resources. Ntoulas et al. created a hidden-Web 
crawler that automatically generated meaningful queries to issue against search forms. Their crawler generated 
promising results, but the problem is far from being solved. 
 
Since a large amount of useful data and information resides in the deep Web, search engines have begun exploring 
alternative methods to crawl the deep Web. Google’s Sitemap Protocol and mod_oai are mechanisms that allow search 
engines and other interested parties to discover deep Web resources on particular Web servers. Both mechanisms allow 
Web servers to advertise the Uniform Resource Locators (URLs) that are accessible on them, thereby allowing 
automatic discovery of resources that are not directly linked to the surface Web. 
 
Another way to access the deep Web is to crawl it by subject category or vertical. Since traditional engines have 
difficulty crawling and indexing deep Web pages and their content, deep Web search engines like Closer Look Search, 
and Northern Light create specialty engines by topic to search the deep Web. Because these engines are narrow in their  
 
data focus, they are built to access specified deep Web content by topic. These engines can search dynamic or password 
protected databases that are otherwise closed to search engines. 
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Another Approach is Keyword Based Approach, two techniques are there to compact search indexes stop word removal 
(e.g., the removal of prepositions and articles); and stemming, i.e., reducing words to their root (stem) form.  
 
There are two other approaches to search the Deep Web. To borrow a fishing metaphor, these approaches might be 
described as trawling and angling. Trawlers cast wide nets and pull them to the surface, dredging up whatever they can 
find along the way. It’s a brute force technique that, while inelegant, often yields plentiful results. Angling, by contrast, 
requires more skill. Anglers cast their lines with precise techniques in carefully chosen locations. It’s a difficult art to 
master, but when it works; it can produce more satisfying results. The trawling strategy-also known as warehousing or 
surfacing involves spidering as many Web forms as possible, running queries and stockpiling the results in a searchable 
index. While this approach allows a search engine to retrieve vast stores of data in advance, it also has its drawbacks. 
For one thing, this method requires blasting sites with uninvited queries that can tax unsuspecting servers. And the 
moment data is retrieved, it becomes instantly becomes out of date. “You’re force-fitting dynamic data into a static 
document model,” 
 
One of the other approaches is a crawler for locating online databases, the Database Crawler. Unlike our approach, the 
Database Crawler neither focuses the search on a topic, nor does it attempt to select the most promising links to follow. 
Instead, it uses as seeds for the crawl the IP addresses of valid Web servers; then, from the root pages of these servers, 
it crawls up to a fixed depth using a breadth-first search. Their design choice is based on the observation that searchable 
forms are often close to the root page of the site 
 
5. CONCLUSION AND FUTURE RESEARCH  
After analysis of various existing crawlers for invisible web and their efficiency come up with the concept of the 
Personalized Crawler, which will carry out search of the documents personally, a unique user-id will be created on 
server for a person and his/her search will be stored on the server and in further subsequent searches, the previously 
related and relevant stored data will help. The complete detail is still in research and subsequent Papers will unfold it. 
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