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ABSTRACT
In this paper, we construct new sequence spaces c,(Z, X, M, A,p) and £(Z,X,M, A,p) by using OrliczfunctionM. We
also examine some of the properties like containment, linearity and completeness etc of these newly constructed sequence
spaces.
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1. INTRODUCTION

By a bilateral sequence, we mean a function whose domain is the set Z of all integers with natural ordering. The utility of
bilateral sequences can be found in [7] and [8]. We will denote a bilateral sequence by the symbol(a; )Z,.0r @ = (a;)%..
As usual, by the convergence of the bilateral series %, a, to s writtenas Y>*,a, = s, we shall mean the convergence
of the sequence (S,)%—to s where S, = Y™, a, is called n-th partial sum of the bilateral series ., a;

Again, let M be the Orlicz function. The definition of Orlicz function and Orlicz sequence spaces are as follows:

Definition 1.1: An Orlicz function M:[0,) — [0, ) is a continuous, non-decreasing and convex function defined for
t = 0 such that

(i)M (x) > Ofor x > 0;

(iyM (0) = Oand

(iii)lim; ., M (t) = oo.

An Orlicz function M can always be represented in the following integral form (see [1])

M(x) = fo p (t)dt

where p is known as the kernal of M, is right differentiable for t = 0, p(0) =0, p(t) >0 for t >0, p is
non-decreasing and p(t) - o« as t - .

Definition 1.2:Lindenstrauss and Tzafriri (see [1], [3], [4] and [5]) used the ideas of Orlicz function to construct the
sequence space,
| |

ly ={x€w:ZM(7)<oo, for somep >0
1

Ilx]| = inflp > O:ZM(lx—kl) <1
L \p

becomes a Banach space which is called an Orlicz sequence space.

The space 1, with the norm

Now let p = (pr)”, andg = (q,)*, be bilateral sequences of strictly positive real numbers and & = (1,)*, and
B = (K, )Z,be bilateral sequences of non-zero complex numbers and M be an Orlicz function. Now we introduce the

following classes of Banach space X —valued bilateral sequences:
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1.x Pk
[ Ak k”)) -0 as
p

c.(Z,X, M, 4, 5) = (£ = ()% % € X, k € Z, and (M(

k - —, aswellas k - © for some p > 0}.

f(ZX M j' N (= © © A x|l Pk
KX, M AD) ={% = ()% x, €EX, kK €EZ, and Y=, M(—p )) <o, forsomep > 0}.
Throughout the paper we denote t, = |i—"|
k
Definition 1.3: Let Xbe a linear space. A mappingg: X — R is called a paranorm if it satisfies
(i) 9(®) =0;
(i) g(x) = g(=x);
(i) glx +y) = g + g(O);
(iv) if(a,) is a sequenceof scalars with @, — aand (x,)is a sequence in X with g(x, — x) = Othen g(a, x, —

ax) — 0(continuity of scalar multiplication). The paranorm is called total if
(V)g(x) =0 implies x =0 , see [9].

In this paper our aim is to investigate results concerning the above defined classes with the help of Orlicz function M .
2. CONTAINMENT
Lemma2.l: c,(Z,X,M,Ap) cc.(ZX,M,ip) ifandonly if

limy_,_, infi t;, > 0 and lim,_,, infy t, > 0 with [ = inf p, < p;.

Proof: For the sufficiency of the condition suppose that lim;_,_,, inf, ¢, > 0 andlim,_,, inf, t, > 0 andx = (x; )%, €
¢.(Z,X,M,,p) Then there exists a real number m > 0 such that m < |i—"for all sufficiently large values of |k|. Thus
k

m||wexi || < ||1Axxi ||, for all sufficiently large values of |k|. Also x € c.(Z,X,M,A,p) so we can find some p; > 0
p . . .
such that (M(%A)) “ 0. Let us choose p such that p; < mp. Since M is non-decreasing, we have
1

g x| )pk ( [ A || )pk ( [ Ak || )pk
M(——- < ({M(—— <|\M(——— -0
(MRS ) )
and hence x € ¢,(Z, X, M, i,p) and hence c,(Z, X, M, A,p) < c.(Z, X, M, i, p).

For the necessity, let c,(Z,X,M,1,p) < c.(Z,X,M, ji,p) buteither lim,_,_., inft, = Oor lim,_,, inft, = 0. Let us take
lim,_,, inft, = 0. Then there exists a sequence (k(n))such that k(n + 1) > k(n) = 1,n = 1, for which n2|/’lk(n)| <
|tk ny |- Now the bilateral sequence & = (x;)Z,, defined by

o = {l;(ln)n_lz if k = k(n),n > 1, and
k 0, otherwise

wherez € X and ||z|| = 1. Then [|Axq)Xkmll = % Which implies that|| Ay i) Xk )| = 0as n — oo

x l
Therefore(M(”A"("L—"(")”)) — 0 as n — o for any fixed 1.

Hence

1 x Pk(n) -
(M(”kmi)_w”)) - Oasn — o since [ < py

i.e., X € CQ(Z,X, M,/i, 25) But ||uk(n)xk(n)|| >n, Implles that

Xk (n Pr(n)/! .
(M(””“Lﬂ)) >1 forall n > 1 and for some fixed [ < py,

%l \ P @)
or (M(”M‘(Lw)) >1 forall n> 1 and for some p.

Which implies  x € c,(Z, X, M, fi,p), a contradiction.
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Similar proof can be given in the case when lim,,_,_, infy t, > 0. This completes the proof.

Lemma 2.2:c,(Z, X, M, i,p) < c.(Z, X, M, A,p) if and only if lim,__,, supy t; < oo and lim,_ supy t, <o with
l= il’lfk Pk < Pk -

Proof: Sufficiency is straightforward. On the other hand for the necessity suppose that (Z, X, M, i, p) < c.(Z,X, M, 1,p)

but either limy_,_,, supy t; = ooor limy_,, supy t, = . Let lim,_,, supy t;, = c. Then there exists a sequence(k(n)),
k(n) = 1 such that for each n > 1, |A;¢)| > n2|uk(n)| Now define the bilateral sequence x = (x;)%, by

o = {u;(ln)n_lz if k = k(n),n > 1 and,
0, otherwise

where z € X and |[|z]| =1. Then ||uum)Ximll =% n=1and ||ux,|| =0, otherwise. This implies that

l
Wk rell _, o a5 1 — o for some p. Thus by the property of Orlicz function, we have(M(”“"(";w)) -0 as

p
n — oofor some p and for any fixed (.

itk yxeaylly\P* - . . _ _
Therefore (M(T)) — 0 as n - wosince [ = infp, < p,. This shows that x € c,(Z X,M,,p). But
A 12k Gy eyl 13 \ PR/ .
[ Ak )Xk myll > n implies that |4y Xemyll 2 o as n - oo(M(f)) — oo for arbirary large n and

. Nk @)Xk e |1\ \P K L = L .
l < py. This shows that(M(f)) — 00as n - o;i.e.x & c,(Z,X, M, A, p), which is a contradiction.

Similar proof can be given in the case when lim,_,_,, supy t;, = oo. This completes the proof.
On combining Lemma 2.1 and Lemma 2.2, we get the following theorem:
Theorem 2.3:For | = infp;, < py, Co(Z, X, M, A,p) = c.(Z, X, M, i,p) if and only if

0< kl_iElw inft, < kl_i)rzlw supt; < owoand,

0 < limy_,, inft, <limy_,supt, < .

Corollary 2.4:For | = infp, < py,

()c.(Z,X,M,,p) € c.(Z, X, M,p)if and only if
lim;,_,_, inf| A;|P* > 0 and lim,_, inf| A, |Pk > 0;

(i)c.(Z, X, M, p) < c.(Z, X, M, A, p)if and only if
lim;,_,_,, sup | 4, |P¥ < oo and lim,,_,, sup | 4; [Pk < o ;

(iii)c,(Z, X, M, A, p) = c.(Z, X, M, p)if and only if
0< klir{l inf| 4, [Pk < klirzl sup | A, |P* < o0 and

0 < limy_,, inf| A, [Pk < lim,_,,, sup | A, [Pk < oo,
Proof:
(i) Take u, =1, forall k in Lemma 2.1,
(i)Take u, =1, forall k in Lemma 2.2,
(iii)Take y;, = 1, forall k in Theorem 2.3.
Lemma 2.5:c,(Z,X,M,A,p) c c.(Z X,M,2,q) ifand only if
lim,_,_, ian—" > 0 and lim;_,, ian—" > Owithl = infy, p;, < py.
k k
Proof: For the sufficiency condition, suppose lim;_,_, ian—Z > 0 and

limy, ., ian—" > 0and % = (%)%, € ¢.(Z X, M, ,p). Then there exists a real number m > 0 such that q, > mp, for
k

- p
all sufficiently large values of |k|. Further since x € c¢,(Z,X, M, A,p) we have (M(@)) ‘ < 1, for all sufficiently
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large values of |k| and hence (M(@))qk < [(M(@))Pk]m < 1, for all sufficiently large values of |k|. This
implies that x € c,(Z, X, M, A,§) and hence c,(Z,X,M,1,p) € c.(Z X,M, 1, ).

For the necessity of the condition, suppose that inclusion holds but either lim,,_,_. ian—" = 0or lim_,, ian—" =0 . Here
k k

we prove the result for the case when lim,_, ian—i = 0, then there exists a sequence (k(n)),k(n) =1 such that
foreach n = 1nqy ) < Prm)- Now taking z € X and ||z|| = 1 for the bilateral sequence x = (x;)Z,, defined by

o = {/’l;(ln)n_lz ifk = k(n), n > 1and,
0, otherwise

Then % = c.(Z,X,M,2,0)as || A )Xkl = % This implies that || )Xmyl| = 0as n > oo. Thus by the definition

of Orlicz function, we have
M(||/1k(n)xk(n)||

5 ) — Oasn — o for some p >0

!
or (M@ @INY_g a5 1 — o for some p and some fixed L.
p

Ak )X Pk(n) Ay e
or (M(M)) < (M(”“"’p—"("’”)) since [ < py .

Ak )Xk )l

Pk(n -
5 )) ™, 0 as n - o for some p. Therefore % = (x,)%, € ¢.(Z,X, M, 4, p). But

1 x Pk(n) 1 x nqk(n)
(M(” k(n)p k(n)”)> <<M(” k(n)pk(n)”)>

This implies that (M(

Nk )Xk )|l \P R
Now we can choose some p; > p such that (M (p—) does not converge to zero.
1

Ayl \ Tk @) .
Therefore (M (M)) does not converge to zero for some p; > p which shows that
p

x ¢ c,(Z,X, M, ,p),a contrdiction.

Similar proof can be given for the case when lim,_,_. ian—i = 0. This completes the proof.

Lemma 2.6:c,(Z,X,M,1,q) c c.(Z X, M, 2, p) if and only if
lim supq—k < wand lim supq—k < ®
) k—>—own Pk k- Pk
with | = il’lfk qr < Q-
Proof: Sufficiency is straightforward. On the other hand for the necessity, let the inclusion holds but lim,_,_, supZ—" =
k
o00r limy, 4, supZ—" = o0. Here we prove the result for the case when lim,,_,, supZ—" = oo then there exists a sequence
k k

(k(n)), k(n) = 1 suchthat gy, > npy) forall n = 1. Thus, the bilateral sequence x = (x;)Z, defined by

. {l;(ln)n_lz if k = k(n),n > 1 and,
k 0, otherwise
where z € X, [|z]|| = 1. We see that, [|Am)Xkm)|l = 0 as n — oo .Thus by the definition of Orlicz function we have

!
(M(”A"(”)pw)) — 0asn — oo for some p and some fixed [ and

Tk (n) .
(m(Prebell ) < (Pl since 1 < g

MPkmn) .
) will

n n 9k (n) . . - n n
Therefore (M(M)) — 0 forsome p impliesthat x € c,(M, X, 1, q). But (M(M)

not surely converge to zero for each n > 1 as

1 x Ak(n) 1 x NPk (n)
(M(” k(n)p k(n)”)> <<M(” k(n)pk(n)”)>
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PPPRVRNTIRN 170)
and we can choose some p; < p such that (M (”"(;M)) — oo, Therefore
1

A X Gk(n) A x Gk(n) A x NPk(n)
(M(” k(n)p k(n)”)) < (M(” k(n/))lk(n)”)) < (M(” k(n/))lk(n)”))

. Ny Xkl \PE@ _ = L.
Implies (M(T)) will not converge to zero for some p > p;. Therefore % & c,(Z,X, M, A,p), whichisa
contrdiction.

Similar proof can be given for the case when lim;,_,_, supZ—" = oo. This completes the proof.
k

On combining Lemma 2.5 and Lemma 2.6 we get the following theorem:
Theorem 2.7:  ¢.(Z,X,M,4,p) = c.(Z,X,M,1,§)

0 <limy__, ian—" <limy__, supZ—" <ow, and 0<lim,_, ian—" < limy 4 supZ—" < .
k k k k

Lemma 2.8: #(Z,X,M,A,p) c £(Z X,M,i,p) ifand only if
limy,_,_, inft, > 0 and lim,_,, inft, > 0.

Proof: Suppose lim,_,_,, inft, > 0 and lim,_,, inft, > 0and x = (x;,)%, € #(Z,X,M, 1, p. Then there exists a
real number m > 0 suchthat m|u,| < |A;| for all sufficiently large values of |k|. Thus m||pwex, || < || Arxi]|
for all sufficiently large values of |k|. Since x € £(Z,X,M,1,p) so there exists p; >0 such that

P
P (M(”Azﬂ)) ‘ < oo. Let us choosep > 0 suchthat p; < mp.Since M is non-decreasing therefore
1

S < S ) < S ) <

for some p > 0.Hence x € #(Z,X, M, i,p) and this implies that
0(Z,X,M,A,p) € £(Z,X,M, i, p).

Conversely, let the inclusion holds but either lim,__ inft, = 0or lim,_, inft, = 0. Here we take
limy_,., inft, = 0, then there exists a sequence (k(n)), k(n) =1 such that n2|Ak(n)| < |Uk@yl foralln = 1.
Now we see that x = (x;, )%, defined by

= {A,:(ln)n_lz if k = k(n),n > 1 and,
k 0, otherwise

where z€X, ||z|]|=1 is in #(ZX,M,A,p) but not in £(ZX,MGp) as ||/1k(n)xk(n)||=%.

Ayl ) , P
Therefore(M(”k()pM)) — 0 as n— o for some p and for any fixed [. Hence}.Z, (M(”A"pﬂ)) ‘ < oofor
Hk(n)
k)

n n Pk(n)
some fixed [ < pg,0ory%, (M(M)) >1

etk () X @yl 1 \P @/
M ()

¢ = infy pp < p.But || myXemll = | |%> n,implies that( >1 for p>0 and for

Hence x ¢ ¢(Z,X, M, i, p), which is a contrdiction.
Similar proof can be given for the case when we take lim;_,_, inft, = 0. This completes the proof.
Lemma 2.9:£(Z, X, M, i,p) c £(Z,X,M,A,p) ifand only if

limy,,_o, supy txy < o0 and limy_,., supy t, < o with [ =inf, p, < py.

Proof: Sufficiency is straightforward. On the other hand suppose that
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2(Z,X,M,i,p) c £(Z,X,M,2,p)but eitherlim,_,_., supy t, = o or lim,_ supyt, = . Let lim;_ supy t; =
oo. Then there exists a sequence(k(n)), k(n) =1 such that for each n =1, |Axm)| > n|pm)l- Now define the
bilateral sequence x = (x;)%, by

o = {u;(ln)n_zz ifk = k(n), m=1and,
0, otherwise
wherez € X and ||z|| = 1. Then x € #(Z X, M, {1,p) since ||tym)yXimll = nl—z Le, ||ltkm)Xemll = 0as n — .
!
Therefore (M(”#k(";w)) — 0 as n— o forany fixed [ = inf, p,. Hence
P
° (M(”“’;ﬂ)) “ < wfor I = infy p, < py.

k)
Kk (n)

Pk(n) -
p R (M(”Ak(")pw)) > 1for arbitrary large n.Hence x & ¢(Z, X, M, A,p), which is a contrdiction.

|.n? > n, implies that M ( ) > 1. Therefore

Ak )Xk )l
But [[AxmyXkmll = | %

Similar proof can be given for the case when we take lim,_,_,, sup t;, = oo. This completes the proof.
On combining above two Lemmas 2.8 and 2.9 we easily get:
Theorem 2.10:£(Z, X, M, A,p) = £(Z,X, M, ji,p) ifand only if

0< klim inft, < klim supt, < oo
and 0 < limy_,, inft, <limy__, supt, < co.
3. LINEARITY

As far as linear space structures of c,(Z, X, M,Z,ﬁ) and ¢(ZX, M, 1, p) are concerned, here also we take
co-ordinate-wise addition and scalar multiplication in what follows for p = (py)%, € £, (Z) we shall use the
notationH = max (1, supy py)-

Theorem 3.1:c,(Z, X, M, A, p) forms alinear space over the field C.

Proof: Let %,y € c.(Z X,M,1,p) and a,B € C therefore there exist some positive p; and p, such that

(M(”{’;ﬂ))pk -0 as k- —o aswell as k - and (M(”A,’;ﬂ))ao as k= —oo as well as k = oo. In
1 2

order to prove the result, we need to find some p; > 0 such that,

(M(IlalkXHNkYkll)

P
p )k—>0ask—>—oo aswellas k — oo,
3

< L ang &

Consider p; = max(2|a|p1, 2|B|py) ie e = < -~ Then we have
3

2p1 p3  2p2

alyx, + BA Pk
(M(” Xk + B k)’k||)

< ( ||0f/1kxk|| ||/3/1kyk||)>p"
Ps ||/1kxk|| N2yl p:;k
= (mc )
<1 — (M( IlkaII) + g (erilt Mk}’ku))
< ||/1kxk||) +M(||/11;}’k||)>

SC(M(mi;:kn)) (2 (LEAN G

ask » —oo aswellas k - oo,
where ¢ = max(1,2"1). This proves that c,(Z X,M,1,p) forms alinear space over C.
Theorem 3.2:4(Z, X, M, A, p) forms alinear space over the field C.

Proof: We can prove the theorem on the lines of Theorem 3.1.
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4. PARANORMED SPACE STRUCTURE
We define
pk/H
(4.1) P(x) = inf{p?’"/H: supy (M(M)) e 1, ne Z+} and

p
1

“42) 0@ = inf’p?’n“’: (52 (mCP)™) <1, ne z+}
p
where H = (1, supy, pi)
Theorem 4.1: ¢,(Z, X, M, A,p) is a total paranormed space with paranorm defined by (4.1).
Proof:(i) Clearly P(x) = P(—x).
(i) P(x+y) < P(x) + P(y)follows by putting @« = =1 in Theorem 3.1.
(iii) If x =0 then P(6) =0 follows easily since

pi/H
) — Oforall k

A
supy (M(” kpxk“)

Conversely suppose P(x) = 0 then

. ” |12 |1\ PE™
inf{ pPn/H: sup (M( )) <1,n€eZ =0
k P
: : LTINS
In such a case, for given € > 0, there exists some p., 0 < p. < € such that sup, (M(p—)) < 1. Thus,
kil 1\ \Pe/H EPEAINA
supy (M( . )) < supy (M( ) )) <L
Suppose, x, # 0, for some m.Let € — 0, then (HX"E—’"”) — oo. It follows that
1o x pm/H
Sup<M(II n nmn)) .
m €

which is a contradiction. Therefore x, =0 foreach m.

(iv) Finally, we prove that scalar multiplication is continuous. Let p be any number. By definition,

pr/H
P(ux) = inf{pp"/H: supy, (M(”M;—xk”)) “T<ine Z+}.

pir/H
Then P(ux) = inf{(ur)p"/H: supy, (M(M)) “T<ine Z+},

where r = f_f Since |u[Px < max(1, |u|™). Therefore |u[Px/" < (max(1,|u|")VH.

pr/H
Hence, P(ux) < (max(1,|u]" )V inf{(r)p"/H:supk (M(M)) ““T<ine Z+}
= (max(1, |u[" NP (%),
which converges to zero as P(X) converges to zero in c,(Z X,M,A,p). Now suppose p, — Oand ¥ €

- P
¢.(Z,X,M,A,p). For arbitrary € >0, let N be a positive integer such that (M(”A’;A)) ‘ <§, k € Z\

€

PP [EPEMIN
Z(—N,N) forsome p > 0.This implies thatsup, (M(T)) <-, k€Z\Z(—N,N).

2 )
Let 0 < |u| < 1, then by convexity of M, we get

(M2t < (D)™ < 7,k € TAR-N, N).
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Since M is continuous everywhere in [0, ), then f(t) = (M(”M’;—x"”)), k € Z\Z(—N, N) is continuous at

0. So thereis 1 >3 > 0 such that [f(t)] <§, 0 <t <é.Let K besuchthat |u,| <d§ forall n> K, then
for n > K

pr/H
(M(M)) M < ¢, k€Z(-N,N),
p 2
llen Ak N\PH/H e
Hence supy (M(T)> <3 k € Z(—N, N). Thus

Pi/H
supy (M(””"t—"x"”» ‘ <e¢, for n>K, k€ Z(—N,N).

This completes the proof.

Theorem 4.2:Let 1 < p, < o.Then c,(Z X,M,A,p) isa complete paranormed space with paranorm

2 pr/H
P(x) = inf{p”n/H:sup (M(|| kxk”))
k

T <1, forsomepandnel}

Proof: Let (x®)) be a Cauchy sequencein c,(Z X,M,A,p).Let r and x, be fixed positive real numbers with
rXQ

M(T) > 1. Then for each i > 0 there exists a positive integer N such that
0

(43) PEO-x0)<-— forallij = N.
0

Using definition of paranorm, we get

g =2l .
(4.4) supy (M(W)]PHH <1 forall i{,j > N,and k € Z.

Thus

i i Pk
(M(%)) <1 forall i,j >N and k€Z

Since 1 < p;, < oo, it implies that

® (6]
Agx), " =Apx "1l ..
(M(%)) <1 forall k=1 andforall i,j > N.

rXQ

But M( .

) > 1. Therefore
_y, 0
NAkxy —Aixg Nl X0
( PO —x0)) ) < M(T)
But M isnon-decreasing therefore
1 = Aex 1l _rxo
P(x® — x0)) 2

or, ||/1kx,Ei) - /’lkx,Ej)” < rzﬂ [P(x® — 0]

) g X € _
or, 1" = A || < P — =

€
X0 2°
Hence (x,Ei)) is a Cauchy sequence in X for all k € Z and therefore convergent. But X is complete,
therefore x\” — x, (say) as i — o. Let us choose p >0 such that P((x® —x0))) <p<e for all i,j >
N.Since M isnon decreasing we have by (4.4)

®

=g im - 5P\ Wex-2x 1
supy, | M( p ) < supy M(w)] ght) <1,

forall i,j >N

© 2012, IIMA.. All Rights Reserved 3499



RITI AGRAWAL* & J. K. SRIVASTAVA/ Bilateral Sequence Spaces c.(Z,X, M, 2, p) and £(Z,X,M, 2, p) defined by Orlicz
Function/IJMA- 3(9), Sept.-2012.

Letting j — oo and using continuity of M, we get
supg (M(

Igx =2 lim j oo 2l
p

pk/H
)) <1 forall k € Z(—N,N).

||/1kx(i)—ﬂkxk|| pr/H
%)) <1 forall k €Z(—N,N).

Thus supy <M (

Taking infimum of such p’s, we get

1Aex? = x|

Pi/
P(E® — %) = inf{ pPr/": sup (M( 5 )) <1 foralli=N
k

<p<e
Hence P(x® —%)<e forall i > N.
Since (i(i)) €Ec, (Z, X, M,Z,ﬁ)andM is continuous, it follows that x € ¢,(Z, X, M, Z,ﬁ). This completes the proof.

Theorem 4.3:£(Z,X,M, A,pp) is a total paranormed space with
1

[°) P\ T
Q(%) = inf pp"/H:<Z (M(”A’;%”)) k) <1, nezt

—00

where H = (1, supy pi)-
Proof: The theorem can be proved on the lines of Theorem 4.1

Theorem 4.4:Let 1 < p, < ».Then #(Z X,M,1,p) isacomplete paranormed space with respect to paranorm
1

[°) P\ T
Q(%) = inf pp"/H:<Z (M(”A’;%”)) k) <1, nez*

—00

Proof: We can prove this theorem on the lines of Theorem 4.2.
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