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ABSTRACT 
With the rapid spread of the Internet and the increase in on-line information, the technology for automatically 
classifying huge amounts of diverse text information has come to play a very important role in today’s world. In the 
1990s, the performance of computers improved sharply and it became possible to handle large quantities of text data. 
This led to the use of the machine learning approach, which is a method of creating classifiers automatically from the 
text data given in a category label. This approach provides excellent accuracy, reduces labor, and ensures conservative 
use of resources. In this communication, we discussed that Feature selection plays an important role in Text 
Categorization (Yiming Yang, Jan O. Pedersen, 1997).We have also deliberated on Automatic feature selection 
methods such as document frequency thresholding (DF), Information Gain (IG), Mutual Information (MI) and 
Pointwise Mutual Information (PMI) which are commonly applied in text categorization.  
 
 
1. INTRODUCTION 
With the rapid growth of information available on web in digital form text categorization has become one of the key 
techniques for handling and organizing the huge text data. Text categorization is the technique of automatically 
assigning to predefined categories (free text documents), As more and more information is available on online 
resources, so need arises of good indexing and summation of document contents for effective retrieval. In recent years, 
a growing number of statistical classification methods and machine learning techniques have been applied in this field. 
A major difficulty of text categorization process is the high dimensionality of the feature space, which can be tens of 
thousands, even for a moderate sized text collection. This is prohibitively high for many learning algorithms.In this 
section we have defined the commonly used terms in the present paper. 
 
The entropy of a random variable is considered as a measure of the uncertainty of the random variable, it is a measure 
of the amount of information required on average to describe the random variable. The entropy H(X) of a discrete 
random variable X is defined by 
                                         𝐻𝐻(𝑋𝑋) =  −  ∑ 𝑝𝑝(𝑥𝑥) 𝑙𝑙𝑙𝑙𝑙𝑙 𝑝𝑝(𝑥𝑥) .𝑥𝑥∈𝑋𝑋                                             (1.1) 
 
The joint entropy 𝐻𝐻(𝑋𝑋,𝑌𝑌) of a pair of discrete random variables (𝑋𝑋,𝑌𝑌) with a joint probability distribution 𝑝𝑝(𝑥𝑥,𝑦𝑦) is 
defined as 
                                  
        H(X, Y) =  −∑ ∑  p(x, y) logy∈Υx∈Χ  p(x, y)                                                                                                                  (1.2) 
 
If (𝑋𝑋,𝑌𝑌)  ∼  𝑝𝑝(𝑥𝑥,𝑦𝑦), then the conditional entropy 𝐻𝐻(𝑌𝑌|𝑋𝑋) is defined as 
 
                                   H (Y|X)  =  ∑ p(x)H(Y|X = x)xϵX                               (1.3)
  
Next, we introduce two concepts related to each other viz. Relative entropy and Mutual information.  
 
The relative entropy or Kullback–Leibler distance between two probability mass functions 𝑝𝑝(𝑥𝑥) and 𝑞𝑞(𝑥𝑥) is defined as  
 
D (p||q)  =  ∑ p(x)log p(x)

q(x)x∈X   = = Eplog p(x)
q(x)

                                                                                                                   (1.4) 
                                                                          .  
The relative entropy is a measure of the distance between two probability distributions. In Statistics, it arises as an 
expected logarithm of the likelihood ratio. The relative entropy D (p||q)  measures the inefficiency of assuming that the 
distribution is q when the true distribution is p. For example, if we knew the true distribution p of the random variable, 
we could construct a code with average description length 𝐻𝐻 (𝑝𝑝). If, instead, we used the code for a distribution q, we 
would need H(p)  +  D (p||q) bits on the average to describe the random variable. 
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Nonetheless, it is often useful to think of relative entropy as a “distance” between distributions. Next we introduce the 
mutual information, which is a measure of the amount of information that one random variable contains about another 
random variable. It is the reduction in the uncertainty of one random variable due to the knowledge of the other random 
variable.Consider two random variables X and Y with a joint probability mass function 𝑝𝑝(𝑥𝑥,𝑦𝑦) and marginal 
probability mass functions 𝑝𝑝(𝑥𝑥) and 𝑝𝑝(𝑦𝑦). The mutual information denoted by 𝐼𝐼(𝑋𝑋;  𝑌𝑌) is the relative entropy between 
the joint distribution 𝑝𝑝(𝑥𝑥,𝑦𝑦)  and the product distributions p(x) p(y): 
                            

                                     I(X;  Y) =  �� p(x, y)log2
p(x, y)

p(x)q(y)
y∈Yx∈X

   =  D[p(x, y)||p(x)q(y)] 

 
                                               =  𝐸𝐸𝑝𝑝(𝑥𝑥 ,𝑦𝑦)𝑙𝑙𝑙𝑙𝑙𝑙

𝑝𝑝(𝑥𝑥 ,𝑦𝑦)
𝑝𝑝(𝑥𝑥)𝑞𝑞(𝑦𝑦)

                                 (1.5) 
 
2. TEXT CATEGORIZATION METHODS 
Text categorization (TC) is the process of grouping texts into one or more predefined categories based on their content. 
Due to the increased availability of documents in digital form and the rapid growth of online information, text 
categorization has become one of the key techniques for handling and organizing text data. 
 
Text categorization may be formalized as the task of approximating the unknown target function ∅ ∶  𝐷𝐷 ×  𝐶𝐶 →  {𝑇𝑇,𝐹𝐹}  
(that describes how documents ought to be classified), by means of a function. 
 
∅�: 𝐷𝐷 × 𝐶𝐶 →  {𝑇𝑇,𝐹𝐹}  called the classifier, where 𝐶𝐶 =  �𝑐𝑐1, 𝑐𝑐1, … 𝑐𝑐|𝐶𝐶|�  is a predefined set of categories and 𝐷𝐷 is a 
(possibly infinite) set of documents. If ∅(𝑑𝑑𝑗𝑗 , 𝑐𝑐𝑖𝑖)  =  𝑇𝑇, then 𝑑𝑑𝑗𝑗  is called a positive example (or a member) of 𝑐𝑐𝑖𝑖 , while if 
∅�𝑑𝑑𝑗𝑗 , 𝑐𝑐𝑖𝑖� =  𝐹𝐹, it is called a negative example of 𝑐𝑐𝑖𝑖 . There are many methods employed for text categorization. Among 
them Feature selection has been extensively used in literature. 
 
Feature Selection Method 
Feature selection is an important step in TC (Yiming Yang, Jan O. Pedersen. 1997), in recent years a growing number 
of statistical classification methods and machine learning techniques have been applied for this task. The prevailing 
feature selection methods include document frequency (DF) thresholding, information gain (IG), and mutual 
information (MI). We will discuss DF in detail in following section. 
 
Feature selection (also known as subset selection) is a process commonly used in machine learning, where in a subset 
of the features available from the data is selected for application of a learning algorithm. The best subset contains the 
least number of dimensions that most contribute to the accuracy; one discards the remaining, unimportant dimensions. 
This is an important stage of pre-processing and is one of two ways of avoiding the curse of dimensionality (the other is 
feature extraction).Two approaches namely Forward selection and Backward selection are pivotal in in Feature 
selection method. 
 
Forward selection approach: It starts with no variables and adds the variables one by one. At each step of addition of 
the variable, the variable that decreases the error the most is added and process is repeated until any further addition 
does not significantly decrease the error. 
 
Backward selection approach: It start with all the variables and eliminate them one by one, at each step of removing 
the one that decreases the error the most (or increases it only slightly), until any further removal increases the error 
significantly. To reduce over fitting, the error referred to above is the error on a validation set that is distinct from the 
training set. 
 
Other method that is also cited in literature is Document Frequency Thresholding.It is an another dimension of feature 
selection method. 
 
Document Frequency Thresholding 
Document frequency is the number of documents in which a term occurs. Only the terms that occur in a large number 
of documents are retained. Yang and Pedersen’s experiments (1997) showed that it is possible to reduce the 
dimensionality by a factor of 10 with no loss in effectiveness. DF thresholding is the simplest technique for vocabulary 
reduction. It scales easily to very large corpora with an approximately linear computational complexity in the number 
of training documents. 
 
Mutual Information 
Mutual information for feature selection in Text Categorization is defined as if a category c and a term t have 
probabilities 𝑃𝑃(𝑡𝑡) and 𝑃𝑃(𝑐𝑐) respectively, then their mutual information 𝐼𝐼(𝑡𝑡, 𝑐𝑐)  is defined as:  
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𝐼𝐼(𝑡𝑡, 𝑐𝑐) =  𝑙𝑙𝑙𝑙𝑙𝑙2  𝑝𝑝(𝑡𝑡 ,𝑐𝑐)

𝑝𝑝(𝑡𝑡)×𝑝𝑝(𝑐𝑐)
=  𝑙𝑙𝑙𝑙𝑙𝑙2

𝑝𝑝(𝑡𝑡𝑡𝑡𝑐𝑐 )
𝑝𝑝(𝑡𝑡)×𝑝𝑝(𝑐𝑐)

                                                                                                                         (2.1) 
 
Here 𝐼𝐼(𝑡𝑡, 𝑐𝑐) compares the probability of observing t and c together with the probabilities of observing t and c 
independently. If there is a genuine association between t and c, then the joint probability P(t, c) will be much larger 
than 𝑃𝑃(𝑡𝑡) × 𝑃𝑃(𝑐𝑐), in this case 𝐼𝐼(𝑡𝑡, 𝑐𝑐) >> 0. If there is no significance relationship between t and c, then 𝑃𝑃(𝑡𝑡, 𝑐𝑐) ≈
𝑃𝑃(𝑡𝑡) × 𝑃𝑃(𝑐𝑐), and thus, 𝐼𝐼(𝑡𝑡, 𝑐𝑐) = 0. If t and c are in complementary distribution, then 𝑃𝑃(𝑡𝑡, 𝑐𝑐) will be much less 
than 𝑃𝑃(𝑡𝑡) × 𝑃𝑃(𝑐𝑐), Forcing 𝐼𝐼(𝑡𝑡, 𝑐𝑐) << 𝑂𝑂. According to Equation (3.1), the Mutual information of t and c can be 
negative, which is in conflict with the definition of Mutual information in information theory (Thomas & Cover, 1991) 
where it is always non-negative, so it would seem that the mutual information defined in (3.1) is not the one defined in 
information theory. WE will illustrate this with an example consider  𝑝𝑝(𝑡𝑡)  = 0.9, 𝑝𝑝(𝑐𝑐)  = 0.6,𝑃𝑃(𝑡𝑡 ∧ 𝑐𝑐) = 0.4, then 
 

𝐼𝐼(𝑡𝑡, 𝑐𝑐) =  𝑙𝑙𝑙𝑙𝑙𝑙2
𝑝𝑝(𝑡𝑡𝑡𝑡𝑐𝑐)

𝑝𝑝(𝑡𝑡) × 𝑝𝑝(𝑐𝑐)
=  𝑙𝑙𝑙𝑙𝑙𝑙2

0.4
0.9 × 0.6

=  𝑙𝑙𝑙𝑙𝑙𝑙2 0.74 < 0 

 
While with usual definition as used in information theory 𝐼𝐼(𝑡𝑡, 𝑐𝑐) = −0.13 . 
 
In information theory (Thomas & Cover, 1991), the term "mutual information" refers to two random variables. It seems 
that the term “mutual information” has been used for something which should correctly be termed "pointwise mutual 
information" as it is applied not to two random variables (F. Sebastiani, 2002) but rather to two particular events from 
the sample spaces on which the two random variables are defined. This is the version used in current studies, and 
Equation  (2.1) is really Pointwise Mutual Information (PMI). The "Mutual Information" method used for feature 
selection in Text Categorization should correctly be termed "Pointwise Mutual Information". 
 
Pointwise Mutual Information 
Mutual Information is a criterion commonly used in statistical language modeling of word associations and related 
applications (F. Sebastiani, 2002), (R. Fano, 1961). Many research workers have contributed a lot in understanding the 
applications of Mutual Information in Text Categorization (Chouchoulas and Q. Shen, 1999), (Yiming Yang, Xin Liu, 
1999) as discussed above. It should correctly be termed "Pointwise Mutual Information" as it is not being applied to 
two random variables, since in information theory, the term "mutual information" refers to two random variables 
(Thomas & Cover, 1991).  
 
Given a category c and a term t, let  
A denote the number of times c and t occur together,  
B denotes the number of times t occurs without c,  
C denotes the number of times c occur without t, and N denotes the total number of documents in c.  
 
The pointwise mutual information criterion between t and c is defined by () is as: 
 
𝑃𝑃𝐼𝐼(𝑡𝑡, 𝑐𝑐) =  𝑙𝑙𝑙𝑙𝑙𝑙2

𝑝𝑝(𝑡𝑡𝑡𝑡𝑐𝑐 )
𝑝𝑝(𝑡𝑡)×𝑝𝑝(𝑐𝑐)

                                                                                                                                                       (2.2) 
 
And this can be estimated using 
 
𝑃𝑃𝐼𝐼(𝑡𝑡, 𝑐𝑐) ≈  𝑙𝑙𝑙𝑙𝑙𝑙2

𝐴𝐴×𝑁𝑁
(𝐴𝐴+𝐶𝐶)×(𝐴𝐴+𝐵𝐵)

                                                                                                                                               (2.3) 
 
These category-specific scores of a term are then combined to measure the goodness of the term at a global level.  
 
Let {𝑐𝑐𝑖𝑖}𝑖𝑖=1

𝑚𝑚  denote the set of categories in the target space. Typically it can be calculated in one of two ways 
Either  
 
𝑃𝑃𝐼𝐼𝑎𝑎𝑎𝑎𝑙𝑙 (𝑡𝑡) = ∑ 𝑝𝑝(𝑐𝑐𝑖𝑖)𝑚𝑚

𝑖𝑖=1 𝐼𝐼(𝑡𝑡, 𝑐𝑐𝑖𝑖) ,                                                                                                                                            (2.4) 
Or 
𝑃𝑃𝐼𝐼𝑚𝑚𝑎𝑎𝑥𝑥 (𝑡𝑡) = max  {𝐼𝐼(𝑡𝑡, 𝑐𝑐𝑖𝑖)} , 𝑖𝑖 = 1,2,3 … … .𝑚𝑚.                                                                                                              (2.5) 
 
After the computation of these criteria, thresholding is performed to achieve the desired degree of feature elimination 
from the full vocabulary of a document corpus. According to (K. W. Church and P. Hanks, 1989), (R. Fano, 1961). in a 
general way, pointwise mutual information as defined () compares the probability of observing t and c together (the 
joint probability) with the probabilities of observing t and c independently (chance). If there is a genuine association 
between t and c, then the joint probability P(t,c) will be much larger than chance 𝑃𝑃(𝑡𝑡)𝑃𝑃(𝑐𝑐), and consequently 
𝑃𝑃𝐼𝐼(𝑡𝑡, 𝑐𝑐) >> 0. If there is no significant relationship between t and c, then 𝑃𝑃(𝑡𝑡, 𝑐𝑐) ≈ 𝑃𝑃(𝑡𝑡)𝑃𝑃(𝑐𝑐), and thus, 𝑃𝑃𝐼𝐼(𝑡𝑡, 𝑐𝑐) ≈ 0.  
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If t and c are in complementary distribution, then 𝑃𝑃(𝑡𝑡, 𝑐𝑐) will be much less than 𝑃𝑃(𝑡𝑡)𝑃𝑃(𝑐𝑐), forcing 𝑃𝑃𝑙𝑙(𝑡𝑡, 𝑐𝑐) <<  𝑂𝑂. That 
is, pointwise mutual information as defined above can be negative, 𝑃𝑃𝐼𝐼(𝑡𝑡) avg also can be negative, in (reference), 𝑃𝑃𝐼𝐼(𝑡𝑡) 
avg is found be negative for about 20% of the terms. 
 
According to information theory, the MI of any random variables X and Y is always non-negative, so the pointwise 
mutual information as defined above is not actually the “mutual information” as defined in information theory. Next we 
will discuss the concept of MI in information theory (Thomas & Cover). 
 
Information Theoretic Mutual Information 
The MI between two discrete random variables X and Y is defined as 
 
I (X;  Y) =  ∑ ∑ 𝑝𝑝(𝑥𝑥,𝑦𝑦)𝑙𝑙𝑙𝑙𝑙𝑙2

𝑝𝑝(𝑥𝑥 ,𝑦𝑦)
𝑝𝑝(𝑥𝑥)𝑝𝑝(𝑦𝑦)

                                          𝑦𝑦∈𝑌𝑌𝑥𝑥∈𝑋𝑋                                                                                (2.6) 
 
Where 𝑝𝑝(𝑥𝑥,𝑦𝑦) and 𝑝𝑝(𝑥𝑥) , 𝑝𝑝(𝑦𝑦) are the joint and the marginal probability distribution. 
 
This measure satisfy the properties of symmetry i.e  
 
I (X;  Y) =  I (Y;  X)                                                                                                                                                                   (2.7) 
 
I (X;  Y) =  H(X) + H(Y) − H(X, Y)                                                                                                                                      (2.8) 
 
And (Non-negativity of mutual information):  I (X;  Y) ≥ 0  with equality if and only if X and Y are independent. 
 
Where 𝐻𝐻(𝑋𝑋) is the entropy of the random variable X. H(Y) is the entropy of the random variable Y and 𝐻𝐻(𝑋𝑋;  𝑌𝑌) is the 
joint entropy of these variables. The category-specific term scores are combined to measure the goodness of the term t  
at a global level. 
 
Let {Ci}i=1

m   denote the set of categories in the target space,= ⋃ 𝑐𝑐𝑖𝑖𝑚𝑚
𝑖𝑖=1  , let 𝑇𝑇 = {𝑡𝑡, 𝑡𝑡̅ } denote the set in which term t 

occurs or t does not occur. Using equation (), the mutual information between T and C is defined as: 
𝐼𝐼(𝑇𝑇;𝐶𝐶) = ∑ ∑ 𝑃𝑃(𝑡𝑡 ′, 𝑐𝑐𝑖𝑖)𝑙𝑙𝑙𝑙𝑙𝑙2

𝑃𝑃(𝑡𝑡 ′,𝑐𝑐𝑖𝑖)
𝑃𝑃(𝑡𝑡 ′)𝑃𝑃(𝑐𝑐𝑖𝑖)

𝑐𝑐𝑖𝑖∈𝐶𝐶𝑖𝑖∈𝑇𝑇                                                                                                                           (2.9) 
 
             = ∑ 𝑃𝑃(𝑡𝑡Λ𝑐𝑐𝑖𝑖)𝑙𝑙𝑙𝑙𝑙𝑙2

𝑃𝑃(𝑡𝑡Λ𝑐𝑐𝑖𝑖)
𝑃𝑃(𝑡𝑡)𝑃𝑃(𝑐𝑐𝑖𝑖)

𝑚𝑚
𝑖𝑖=1 + ∑ 𝑃𝑃(𝑡𝑡̅Λ𝑐𝑐𝑖𝑖)𝑙𝑙𝑙𝑙𝑙𝑙2

𝑃𝑃(𝑡𝑡̅Λ𝑐𝑐𝑖𝑖)
𝑃𝑃(𝑡𝑡̅)𝑃𝑃(𝑐𝑐𝑖𝑖)

                    𝑚𝑚
𝑖𝑖=1                                                            (2.10) 

 
I (X;  Y) is the MI criterion between T and C, 
 
As MI is non-negative i.e. I (X;  Y) ≥ 0   
 
Let I (t) = I (T;  C)  
 
𝐼𝐼(𝑡𝑡) = ∑ 𝑃𝑃(𝑡𝑡Λ𝑐𝑐𝑖𝑖)𝑙𝑙𝑙𝑙𝑙𝑙2

𝑃𝑃(𝑡𝑡Λ𝑐𝑐𝑖𝑖)
𝑃𝑃(𝑡𝑡)×𝑃𝑃(𝑐𝑐𝑖𝑖)

𝑚𝑚
𝑖𝑖=1   + ∑ 𝑃𝑃(𝑡𝑡̅Λ𝑐𝑐𝑖𝑖)𝑙𝑙𝑙𝑙𝑙𝑙2

𝑃𝑃(𝑡𝑡̅Λ𝑐𝑐𝑖𝑖)
𝑃𝑃(𝑡𝑡̅)×𝑃𝑃(𝑐𝑐𝑖𝑖)

𝑚𝑚
𝑖𝑖=1                                                                             (2.11) 

 
𝑆𝑆𝑙𝑙  𝐼𝐼 (𝑡𝑡) ≥ 0 . 
 
On the line of Information Theoretic Mutual Information, 
 
Given a training corpus, for each unique term t one can compute the MI and then remove from the feature space those 
terms whose information gain is less than some predetermined threshold, this is the MI method. Here MI compares the 
probability of observing t and c together with the probabilities of observing t and c independently.   
 
3. PERFORMANCE OF KNN CLASSIFIER 
The technique of feature selection is commonly employed by online search engine, spam mail filtration and data 
mining. With the tremendous increase in information available in digital information these technique has become handy 
like collecting the diamonds from the mine. Information scientists, Communication Engineer, Knowledge management 
worker are contributing a lot along with mathematician and statistician on the development of this area of Information 
theory. Various authors have done significant work in this direction viz (Y. Liu, 2004) (St. M. Yang, X.-B. Wu, Z.-H. 
Deng, M. Zhang and D.-Q. Yang, 2002). Many existing experiments show IG is one of the most effective methods (Y. 
Yang, J. and O. Pedersen. 1997), by contrast and MI has been demonstrated to have relatively poor performance than 
others but in this paper we show that the performance of corrected MI method is similar to that of Information Gain and 
it is considerably better than PMI. 
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Information Gain 
Information Gain is the amount of information obtained for category prediction by knowing the presence or absence of 
a term in a document. Let m {Ci}i=1

m  denote the set of categories in the target space. The information gain of term t is 
defined to be: 
 
 𝐺𝐺(𝑡𝑡) =   −∑ pr (ci) log pr(ci)m

i=i + pr(t)∑ pr(ci|t) log pr(ci|t) + pr(t)̅∑ pr(ci|t)̅ log pr(ci|t)̅ m
i=1

m
i=1                        (3.1) 

 
Given a training corpus, the information gain is computed for each unique term. Those terms whose information gain is 
less than some predetermined threshold are removed from the feature space.  

                 
 
kNN Classifier  
Once the Information is available in digital form the need arises to category it in the desired classes so that junk or 
irrelevant results can be ignored. Among the most commonly used methods of classification viz.  Naïve bayes, K-
nearest neighbors, Decision trees, Rocchio’s algorithm, Support vector machines, Neural networks, Linear least squares 
fit.  kNN Algorithm is commonly used Text Categorization [F. Sebastiani, 2002  
 
In order to compare the modified feature selection methods to the original ones, we employed the k-nearest neighbor 
classifier (kNN), which is commonly used in the text categorization field. Given an input document represented as 
sparse vector of word weights, the classifier comes up with a list of confidence scores for all categories and assigns the 
input to the category with the highest confidence score.  
 
To generate the list, a kNN classifier first determines the k nearest neighbor to the input among all the training 
documents, where similarity of each documents to the input is measured by the cosine between the two documents 
vectors. These k similarity weights are then summed by the category to form the confidence list. 
 
We choose kNN because it is extremely suitable for our experiments. Firstly, it’s one of the top-performing classifiers. 
Evaluations have shown that it outperforms nearly all the others systems; except for the SVM system, which is not 
suitable for the test because its result will not be affected by the feature selection process. Secondly, because it scales 
well to a large number of features, the kNN system can be used to examine all degree of feature selection, observe the 
effects on accuracy. Finally, the kNN classifier is context sensitive, thus enabling a better observation on feature 
selection process. 
 
K-Nearest Neighbors 
The k-nearest neighbor algorithm is amongst the simplest of all machine learning algorithms. An object is classified 
by a majority vote of its neighbors, with the object being assigned to the class most common amongst its k nearest 
neighbors, where k is a positive integer, typically small. If k = 1, then the object is simply assigned to the class of its 
nearest neighbor. In binary (two class) classification problems, it is helpful to choose k to be an odd number to avoid 
tied classes. 
 
The purpose of kNN algorithm is to classify a new object based on attributes and training samples. The classifiers do 
not use any model to fit and are only based on the memory. Foe a given query point, we find K number of objects or 
(training points) closest to the query point. The classification done by is using majority vote among the classification of 
the K objects. Any ties can be broken at random. K Nearest neighbor algorithm used neighborhood classification as the 
prediction value of the new query instance. 
 
The kNN classifier is also used to classify whether a data point is normal or abnormal. kNN classifier has been first 
used in instrusion detection area for anomaly detection to learn programme behavior and uncover instrusion from audit 
data. 
 
Similar to Mahalanobis distance formula the kNN classifier measure the distance between two data points P and Q by 
Euclidian distance. The distance actually represented their degree of similarity. The shortest the distance between them, 
the maximum similar they are. Mathematically speaking, 
 

                                        (P, Q) =  �∑ (pi − qi )2N
i=0                                                                                                                       (3.2) 

 
Where pi and qi are the values of the ith attribute of the point p and q respectively. 
 
The data for KNN algorithm consist of several multivariate attributes name 𝑋𝑋𝑖𝑖  that will be used to classify Y. The data 
of KNN can be on any measurement scale from ordinal, nominal, to quantitative scale but here we will deal with only 
quantitative 𝑋𝑋𝑖𝑖  and binary (nominal) Y.  
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Step by step method on how to compute K-nearest neighbors using kNN algorithm:  
1) Determine the parameter K = number of nearest neighbors.  
2) Calculate the distance between the query-instance and all the training   samples. 
3) Sort or Rank the distance and determine the nearest neighbors based on the K-th minimum distance.  
4) Gather the category of the nearest neighbors.  
5) Use simple majority of the category of nearest neighbors as the prediction   value of the query instance. 
 

4. RESULT AND CONCLUSION 
Next, we illustrate the above along with the help of an example. We have secondary data from the questionnaires 
survey (to ask people opinion) and objective testing with two attributes (acid durability and strength) to classify 
whether a special paper tissue is good or not. Here are four training samples: 
 

X1 = Acid Durability (seconds) X2=Strength(kg/square meter) Y = Classification 

7 7 Good 
3 4 Good 
1 3 Bad 
7 4 Bad 

 
Now the factory produces a new paper tissue that pass laboratory test with X1 = 3 and X2 = 7. Without another 
expensive survey, can it be guess of what the classification of this new tissue is?  
1) Determine the parameter K = number of nearest neighbors Suppose use K = 3  
 
2) Calculate the distance between the query-instance and all the training samples Coordinate of query instance is (3, 

7), instead of calculating the distance we compute square distance which is faster to calculate (without square root) 
 
3) Sort and Rank the distance and determine nearest neighbors based on the K-th minimum distance. 

 

 
X1=Acid 
Durability 
(seconds) 

X2 = Strength           
(kg/square meter) 

Square Distance to query 
instance (3, 7)  

Rank minimum 
distance  

Is it included in 3-
Nearest neighbors? 

7 7 (7-3)2+(7-7)2=16 2 Yes 
3 4 (3-3)2+(4-7)2=9 1 Yes 
1 3 (1-3)2+(3-7)2=20 3 Yes 
7 4 (7-3)2+(4-7)2=25 4 No 

 
4. Gather the category of the nearest neighbors. Notice in the second row last column that the category of nearest neighbor 

(Y) is not included because the rank of this data is more than 3 (=K).  
 

 
5. Use simple majority of the category of nearest neighbors as the prediction value of the query instance. 
 
Here we have 2 good and 1 bad, since 2>1 then we conclude that a new paper tissue that pass laboratory test with  
X1 = 3 and X2 = 7 is included in Good category. 
 
 

X1 = Acid Durability (seconds)  X2 = Strength (kg/square meter)  Square Distance to query instance (3, 7) 
7 7 (7-3)2+(7-7)2=16 
3 4 (3-3)2+(4-7)2=9 
1 3 (1-3)2+(3-7)2=20 
7 4 (7-3)2+(4-7)2=25 

X1=Acid 
Durability(se

conds) 

X2=Strength           
(kg/square meter) 

Square Distance to  
query instance (3, 7) 

Rank minimum 
distance 

Is it included in 3-
Nearest neighbors? 

Y = Category of 
nearest Neighbor 

7 7 (7-3)2+(7-7)2=16 2 Yes Good 

3 4 (3-3)2+(4-7)2=9 1 Yes Good 
1 3 (1-3)2+(3-7)2=20 3 Yes Bad 
7 4 (7-3)2+(4-7)2=25 4 No    - 
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Next, we have shown that PMI has lowest performance when compared with other feature selection method.But 
information Theoretic Mutual Information selection method outperform the all selection methods. 
 
Data Collections  
A corpus used in our experiments is Reuters-21578 collection 
[http://www.daviddlewis.com/resources/testcollections/reuters21578/

 
 
We have compared the original DF, IG, MI and PMI. A number of statistical classification and machine learning 
techniques have been applied to text categorization, along with kNN, which is one of the top-performing classifiers, 
and evaluations have shown that it outperforms nearly all the other systems.We find that IG and MI are the most 
effective in our experiments, that is, IG and MI produce similar performance of the classifiers. DF thresholding 
performed almost similar. In contrast, PMI has by far the lowest performance. 
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