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ABSTRACT 

In this paper, we propose few new algorithms, for minimization of nonlinear functions. Then comparative study among 
the new algorithms and Newton’s algorithm is established by means of various examples. 
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1. INTRODUCTION 
In recent times, many problems in business situations and engineering designs have been modeled as an optimization 
problem for taking optimal decisions. Optimization problems with or without constraints arise in various fields such as 
science, engineering, economics, management sciences, etc., where numerical information is processed In fact, 
numerical optimization techniques have made deep in to almost all branches of engineering and mathematics. 
 
Several methods [2, 12, 16] are available for solving unconstrained minimization problems. These methods can be  
classified  in  to  two  categories  as  non gradient  and  gradient methods. The non gradient methods require only the 
objective function values but not the derivatives of the function in finding minimum. The gradient methods require, in 
addition to the function values, the first and in some cases the second derivatives of the objective function. Since more 
information about the function being minimized is used through the use of derivatives, gradient methods are generally 
more efficient than non gradient methods. All the unconstrained minimization methods are iterative in nature and hence 
they start from an initial trial solution and proceed towards the minimum point in a sequential manner. 
 
To solve unconstrained nonlinear minimization problems arising in the diversified field of engineering and technology, 
we have several methods to get solutions. For instance, multi-step nonlinear conjugate gradient methods [6], ABS-
MPVT algorithm [15] are used for solving unconstrained optimization problems. A proximal bundle method with 
inexact data [17] is used for minimizing unconstrained non smooth convex function. A new algorithm [8] is used for 
solving unconstrained optimization problem with the form of sum of squares minimization.  
 
Many iterative methods have been developed for solving nonlinear equations in recent years by using the Taylor series, 
decomposition techniques and quadrature formulae [1, 3-5, 7, 9, 13, 15, 18].  Noor and Noor [9] have suggested a sixth 
order predictor-corrector iterative type Halley method for solving nonlinear equations. Kou et.al. [10, 11] have also 
suggested a class of fifth order iterative methods.  In these methods, one has to evaluate the second derivative of the 
function which is a draw back of these methods.  Recently, Muhammad Aslam Noor et. al. [14] introduced fifth order 
modified predictor corrector Halley method by replacing the second derivatives of the function by its finite difference 
scheme to overcome the above mentioned drawback. In this paper, we introduce six new algorithms for minimization 
of non linear functions and comparative study is established among the new algorithms with Newton’s algorithm by 
means of examples. 
   
2. NEW ALGORITHMS 
In this section, we introduce six numerical algorithms for minimizing nonlinear real valued and thrice differentiable 
real functions. 
 
Consider the nonlinear optimization problem:  Minimize }:,),({ RRfRxxf →∈  where f is a nonlinear thrice 
differentiable function. 
 
Consider the function xxG =)(  − ))()(( xgxg ′  where )()( xfxg ′= . Here f(x) is the function to be minimized. 

)(xG′ is defined around the critical point x*  of  f(x) if  0)()( ≠′′=′ ∗∗ xfxg    and is given by  
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)()()()( xgxgxgxG ′′′=′ . 

 
If we assume that 0)( ≠′′ ∗xg , we have  )( ∗′ xG = 0   iff 0)( =∗xg  .  
 
Consider the equation 0)( =xg                                                                                                                                   (2.1)  
 
whose one or more roots are to be found. )(xgy =  represents the graph of the function )(xg  and assume that  an  

initial estimate 0x  is known for the desired root of the equation 0)( =xg .      
 
Here we consider iterative techniques to find the simple root of a non linear equation g(x) = 0 
where RRDg →⊂:  for an open interval D is a scalar function. 

 
Let α be a simple real zero of a real function and let x0 be an initial approximation to α. By using Taylor’s series, we 
have  
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From the above equation (2.2) we have the following new methods. 
 
New method – I 
For a given x0, we get xn+1 by the following iterative schemes 
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Since )()( xfxg ′=  the equation (2.3) becomes   
 
New Algorithm – I 
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The order of convergence of the new algorithm – I is three which is based on Halley’s method [7, 13].    
                                  
New method – II  
We introduce New method – II which is based on Noor and Noor [9] two step method. 
 
For a given x0, we get xn+1 by the following iterative schemes 
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Since )()( xfxg ′=  the equation (2.5) becomes 
   
New Algorithm –II  
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In the equation (2.5), to make it free from second derivative of the function g we consider   
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Combining (2.5) and   (2.7) we have the following new method which is two step modified Halley’s method for the 
function g. The order of convergence is fifth order which is clear from the following theorem 3.1.    
 
New method – III 
For a given x0, we get xn+1 by the following iterative schemes 
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Since )()( xfxg ′=  the equation (2.8) becomes   
 
New Algorithm –III  
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We introduce the following new method-IV which is based on Noor et. al. [3] a two step Halley method of fifth order 
of convergent. 
 
New method – IV 
For a given x0, we get xn+1 by the following iterative schemes 
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Since )()( xfxg ′=  the equation (2.10) becomes   
 
New Algorithm –IV 

)()()(2
)()(2

2
nnn

nn
nn xfxfxf

xfxf
xy

′′′′−′′
′′′

−=
 

)())()(()(2
)())()((2

21
nnnn

nnn
nn xfyfxfxf

xfyfxf
xx

′′′′+′−′′
′′′+′

−=+                                                                         (2.11) 

 
We introduce the following new method-V and VI which are based on the fifth order convergence methods of Kou et. 
al. [10, 11] 
 
New method – V 
For a given x0, we get xn+1 by the following iterative schemes 
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Since )()( xfxg ′=  the equation (2.12) becomes   
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New Algorithm –V 
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New method – VI 
For a given x0, we get xn+1 by the following iterative schemes 
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Since )()( xfxg ′=  the equation (2.14) becomes 
 
New Algorithm – VI 

)()()(2)(2
)()(

)(
)(

3

2

nnnn

nn

n

n
nn xfxfxfxf

xfxf
xf
xf

xy
′′′′′′−′′

′′′′
−

′′
′

−=  

 

1 3

( ) ( ) ( )
( ) 2 ( )

n n n
n n

n n

f y f x f yx y
f x f x+

′ ′′′ ′
= − −

′′ ′′
                                                                                                      (2.15) 

 
3. CONVERGENCE ANALYSIS 
Here we consider the convergence criteria of the New method III and hence we have the convergence analysis of 
algorithm-III. 

 
Theorem 3.1:  Let I∈α  be a simple zero of sufficiently differentiable function RRIg →⊆:  for an open interval 
I. If x0 is sufficiently close to α, then algorithm 2.8 has fifth order of convergence.  
 
Proof: The proof of this theorem follows as in convergence theorem [14] and hence the order of convergence of the 
algorithm 2.9. 
 
4. NUMERICAL ILLUSTRATIONS 
Example 4.1: Consider the function 52)( 3 −−= xxxf . The minimized value of the function is 0.816497. The 
following table depicts the number of iterations needed to converge to the minimized value for all the new algorithms 
with three initial values x0 = 1, x0 = 2 and x0 = 3. 
 

Table – I: shows a comparison between the New iterative Algorithms and Newton’s Algorithms 
 

Sl. No Methods For initial value 
x0 =1.000000 

For initial value 
x0 =2.000000 

For initial value 
x0 =3.000000 

1 Newton’s  Algorithm 3 5 5 
2 New Algorithm-I 2 3 3 
3 New Algorithm-II 2 2 2 
4 New Algorithm-III 2 2 2 
5 New Algorithm-IV 2 2 3 
6 New Algorithm-V 2 2 2 
7 New Algorithm-VI 2 2 3 

 
Example 4.2: Consider the function 1)( −= xxexf . The minimized value of the function is -1. The following table 
depicts the number of iterations needed to converge to the minimized value for all the new algorithms with three initial 
values x0 = 1, x0 = 2 and  x0 = 3. 
 



K. Karthikeyan*/ New Iterative Numerical Algorithms for Minimization of Nonlinear Functions/IJMA- 3(12), Dec.-2012. 

© 2012, IJMA. All Rights Reserved                                                                                                                                                                    4896  

 
Table – II: shows a comparison between the New iterative Algorithms and Newton’s Algorithms 

 

Sl. No Methods For initial value 
x0 =1.000000 

For initial value 
x0 =2.000000 

For initial value 
x0 =3.000000 

1 Newton’s  Algorithm 7 8 10 
2 New Algorithm-I 4 4 5 
3 New Algorithm-II 3 3 4 
4 New Algorithm-III 3 3 3 
5 New Algorithm-IV 3 4 4 
6 New Algorithm-V - - - 
7 New Algorithm-VI - - - 

 
Example 4.3: Consider the function 154)( 245 −++= xxxxf . The minimized value of the function is 0.0000. 
The following table depicts the number of iterations needed to converge to the minimized value for all the new 
algorithms with three initial values x0 = 1, x0 = 2 and x0 = 3. 
 

Table – III: shows a comparison between the New iterative Algorithms and Newton’s Algorithms 
 

Sl. No Methods For initial value 
x0 =1.000000 

For initial value 
x0 =2.000000 

For initial value 
x0 =3.000000 

1 Newton’s  Algorithm 5 6 8 
2 New Algorithm-I 3 5 5 
3 New Algorithm-II 2 3 3 
4 New Algorithm-III - - - 
5 New Algorithm-IV 3 4 5 
6 New Algorithm-V - 3 - 
7 New Algorithm-VI 4 5 6 

 
Example 4.4: Consider the function 10)( 4 −−= xxxf . The minimized value of the function is 0.629961. The 
following table depicts the number of iterations needed to converge to the minimized value for all the new algorithms 
with three initial values x0 = 1, x0 = 2 and x0 = 3. 
 

Table – IV: shows a comparison between the New iterative Algorithms and Newton’s Algorithms 
 

Sl. No Methods For initial value 
x0 =1.000000 

For initial value 
x0 =2.000000 

For initial value 
x0 =3.000000 

1 Newton’s  Algorithm 4 6 7 
2 New Algorithm-I 3 4 5 
3 New Algorithm-II 2 3 3 
4 New Algorithm-III 2 3 3 
5 New Algorithm-IV 2 3 3 
6 New Algorithm-V 2 3 3 
7 New Algorithm-VI 2 3 3 

 
Example 4.5: Consider the function 23)( xexf x −= . The minimized value of the function is 0.20448. The 
following table depicts the number of iterations needed to converge to the minimized value for all the new algorithms 
with three initial values x0 = −1, x0 = 0, and x0 = 1. 
 

Table – V: shows a comparison between the New iterative Algorithms and Newton’s Algorithms 
 

Sl. No Methods For initial value 
x0 =−1.000000 

For initial value 
x0 =0.000000 

For initial value 
x0 =1.000000 

1 Newton’s  Algorithm 3 3 4 
2 New Algorithm-I 3 2 3 
3 New Algorithm-II 2 1 2 
4 New Algorithm-III 2 1 2 
5 New Algorithm-IV 2 2 2 
6 New Algorithm-V 2 2 2 
7 New Algorithm-VI 2 2 2 
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5. CONCLUSION 
In this paper, we have introduced six numerical algorithms namely, New Algorithm –I, New Algorithm – II, New 
Algorithm – III, New Algorithm – IV, New Algorithm – V, New Algorithm – VI for minimization of non linear 
functions. From the above illustrations it is clear that the rate of convergence of these new algorithms is faster than 
Newton’s Algorithm. In real life problems, the variables can not be chosen arbitrarily rather they have to satisfy certain 
specified conditions called constraints. Such problems are known as constrained optimization problems. In near future, 
we have a plan to extend the proposed new algorithms to constrained optimization problems. 
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