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ABSTRACT 
In the present study, a procedure has been discussed for testing normality of disturbances in linear statistical model. A 
modified version of Shapiro-Francia Test for normality of disturbances based on internally studentized residuals has 
been proposed as large sample test. 
 
 
1. INTRODUCTION 

 
In many empirical studies using the linear regression model, it is standard practice to assume that the random 
disturbances have zero means, and are normally, independently and identically distributed. Since, failure of these 
assumptions to hold can lead to biased and inconsistent estimators; and incorrect inferences, it is sensible to test these 
assumptions rather than to presume that they are correct. 

 
Tests of normality are statistical inference procedures designed to test that the underlying distribution of a random 
disturbance variable is normally distributed. There is a long history of these tests, and there are a plethora of them 
available for use. The recent interest in goodness-of-fit tests for normality has arisen from the exciting work of Shapiro 
and Wilk (1965). 

 
The problem of non-normal disturbances is one of the serious problems in the theory of Econometrics. The presence of 
non-normal disturbances disturbs the optimal properties of the Ordinary Least Squares (OLS) estimators of the 
parameters of a linear statistical model. Hence, there is a necessity of detecting the problem of non-normal disturbances 
so that the various techniques can be applied to avoid the presence of non-normal disturbances in the linear statistical 
model. 

 
In the present study, an attempt is made to propose a modified version of Shapiro-Francia test statistic based on 
Internally studentized residuals, for testing normality of disturbances in linear statistical models. 
 
2. REVIEW OF THE LITERATURE     
 
The main contribution relating to the problem of testing normality of the disturbances in the linear statistical models, 
has been made by Geary (1935, 1947), Shapiro and Wilk (1965), Shapiro, Wilk and Chen (1968), Shapiro and Francia 
(1972), Huang and Bolch (1974), Filliben (1975), Weisberg and Bingham (1975), Locke and Spurrier (1976), 
Gastwirth and Owens (1977), Spiegelhather (1977), Pearson, D’A gostino and Bowman (1977), White and Mac Donald 
(1980), Pierce and Gray (1982), Royston (1982), La Riccia (1986), Jarque and Bera (1987), Bonett and Woodward 
(1990), Kalirajan and Jayasuriya (1991), Al-shiha and Yang (1996), Markatou and Manos (1996) and Rahman and 
Govindarajulu (1997). 
 
Most of the tests for normality discussed in the literature have used either the Ordinary Least Squares (OLS) residual 

vector (e) or the best linear unbiased scalar (BLUS) residuals vector ( )e  or the recursive residual vector ( )e . 
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SHAPIRO AND FRANCIA W1 TEST FOR NORMALITY  
 
Shapiro and Wilk (1965) suggested w test statistic for normality as 
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( )( )ijV V=  is (n x n) covariance matrix; 

 

[ ]|
1 2 nm m m ......m= =  vector of expected values of standard normal order statistics. 

 

[ ]I
1 2 ny y y ......y= =  vector of ordered random observations 

 
The elements of V are given only for sample sizes upto 20 and approximations were developed by Shapiro and Wilk 
(1965) for calculating coefficients {ai} for using the w test statistic upto the sample size 50. 

 
The overcome the main drawback of Shapiro and Wilk (1965) W test statistic for large samples, the observation {yi} 
may be treated as if they were independent and the identify matrix In can be substituted for V-1 in the estimation of the 
slope of the regression line 

, 1, 2,3.............. .i iy X i nµ σ= + =                                              (2.3) 
 
Consequently, Shapiro and Francia (1972) suggested an approximate W| test statistic for normality as 
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Values of ‘m’ are given for different sample sizes by Harter (1961). The null distribution of W| statistic was 
approximated by an empirical sampling study. Shapiro and Francia (1972) conducted an empirical sampling study to 
compare the sensitivities of the W and W| test statistics in detecting non-normality. The empirical percentage points of 
W| test statistic for different sample sizes were tabulated and concluded that in general, the W| test appears to be more 
sensitive than the W test when the alternative distribution was continuous and symmetric with high fourth moment (as 
compared to the normal distribution); when it was near normal and when it was discrete and skewed. The two tests W 
and W| appeared to be equivalent for alternative distributions which were continuous and asymmetric with high fourth 
moment and discrete and symmetric. The W test is superior to the W| test for other alternative distributions. Overall, the 
differentials in the power were small.  
 
3. STUDENTIZATION OF RESIDUALS 
 
By Studentization, the OLS residuals can be transformed to have a selected covariance structure and the null 
distributions of the transformed residuals are independent of the scale parameters.  
 
Since, 2 2( ) ( ) ( ) ( ) 1, 2,3,.... .,i iiVar e I V or Var e I v i nσ σ= − = − ∀ =  the OLS residuals have the distribution 
which is scale dependent. Margolin (1977) defined the studentized residuals as the division of a scale dependent  
 
 
 



Vijaya Kumar K*1 and Balasiddamuni P2/  
A Modified Shapiro – Francia Test For Normality of Disturbances in Linear Statistical Model / IJMA- 5(3), March-2014. 

© 2014, IJMA. All Rights Reserved                                                                                                                                                                         89   

 

statistic say U, by a scale estimate T, so that the ratio 
US
T

=  has a distribution that is free of the nuisance scale 

parameters. 
 
David (1981) distinguished two type of studentization of residuals namely 

(i) Internal studentization, where U and T are dependent and 
(ii) External studentization, where U and T are independent.  

 
(A) INTERNAL STUDENTIZATION OF RESIDUALS 
 
Under internal studentization, the ‘Internally studentized Residuals’ are  
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Beckman and Trussell (1974) have proved that, 
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(B) EXTERNAL STUDENTIZATION 
 
By external studentization, the ‘Externally Studentized Residuals’ are defined by  
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Here, 2
( )ˆ iσ  is the residual mean square computer without ith observation on both Y and X’s. Under normality, 2

( )ˆ iσ  and 
ei are independent.  
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The probability density function of ie++  is the Student’s t-distribution with (n-k-1) degree of freedom. 
 
A relationship between ie++ and ie+ is given by  

  2

1
21

i i
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− −  
                                             (3.7) 

This shows that 
2

ie++ is a monotonic transformation of 
2

ie+ .  
 
Studentized residuals provide way to examine the information in the residuals, both because they have equal variances 
and because they are easily related to the t-distribution in many situations.  
 
4. A MODIFIED SHAPIRO – FRANCIA TEST FOR NORMALITY OF DISTURBANCES 
 
Consider the classical linear regression model, 

1 1 1n n k k nY X β× × × ×= +∈                                               (4.1) 
 
Where, X is a known nonstochastic (nxk) matrix of rank k; β  is a (kx1) vector of unknown parameters: Y is the (nx1) 
vector of random observation; and ∈  is an (nx1) random vector whose elements are assumed to be normally distributed 
with mean zero and constant variance 2σ . 
  
Since, the disturbance vector ∈ is unobservable, the various tests such as tests for specification errors in the model, 
tests for normality etc., generally rely on sample residuals such as OLS or BLUS or Recursive or studentized or 
predicted residuals. However, OLS residuals are considered to be inferior to other residuals by many econometricians, 
since the OLS residuals vector has a singular normal distribution and the elements of the vector are not independently 
and identically distributed.  
 
The OLS residual vector e associated with the true disturbance vector ∈  is given by  
 
 e = M∈                                                  (4.2) 
 
where, | | |( )M I X X X X− = −   is an (nxn) symmetric idempotent matrix with rank (n-k). Thus e has a singular 

normal distribution with zero mean vector and covariance matrix is given by 2Mσ . 
 
The application of the tests to the disturbances offers a set of benchmark results for gauging the performance of the test 
as applied to identically and independently distributed random variables.  
 
The recent interest in goodness of fit tests for normality has arisen from the exciting work of Shapiro and Wilk (1965), 
  
The (n-k) x 1 matrix of BLUS residuals is given by  

|e A= ∈                                                              (4.3) 

Where A| is (n-k) xn such that |
n kA A I −=  and  
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Thus, the BLUS residuals are linear combinations of the disturbance and a set of coefficients such that  
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By applying the following theorem given by Kingman and Grabill (1970): 
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Let Y1, Y2, …… , Yn be i.i.d. random variables with cdf denoted by F and let n be a positive integer. Suppose that L1 
and L2 are defined by 

n

1 i i
i 1

L a Y
=

= ∑  ; 
n

2 i i
i 1

L b Y
=

= ∑                                                                         (4.5) 

Where ia and bi are constants such that 
n

i i
i 1

a b 0
=

=∑  and  ( )
n

2
i i

i 1
a b 0

=

≠∑  

 
Then F is the cdf of a normally distributed random variable if and only if L1 and L2 are independent”. 
 
Using this theorem, we find that if the disturbances are independently and identically distributed, the BLUS residuals 
can be independent if and only if the disturbances are normally distributed. BLUS residual vector e  has a nonsingular 

normal distribution with a covariance matrix given by 2
n kIσ − . 

 
Suppose (1) (2) (n k)e e ..... e −≤ ≤ ≤    denote an ordered random sample of (n-k) BLUS residuals derived from n OLS 

residuals.  
 

Let |
1 2 n km (m ,m ........,m )−= be the vector of expected values of ordered BLUS residuals and  
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By using Shapiro and Francia (1972) approximate Analysis of variance test of normality, a modified test statistic for 
normality is given by  
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This test can be performed by using the critical values tabulated by Shapiro and Francia (1972) 
 
Two more modification of test statistic, using the approximations suggested by Weisburg and Binham (1975) and Blom 
(1956) are given by:  
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and φ-| denotes the inverse of the standard normal cumulative distribution function. Then the test statistic is given by  
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The main advantages of these test statistics that they remove the need to have tables of weights for computation of the 
test statistics.  

 
The proposed modified test statistic will provide Goodness of fit test for normality for all sample sizes without the 
assumption of zero-correlation among the ordered residuals.  

 
It should be noted that, although the above tests assume that the residuals are independent, both Haung and Bolch 
(1974) and Ramsey (1974) reported from their Monte Carlo studies, where the correlated OLS residual vector led to a 
more powerful test than that obtained using the BLUS residual vector.  

 
Now, we propose a modified Shapiro-Francia large sample test based on Internally studentized residual vector e+ as 
follows.  
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( )|

1 2 nm m , m , ..., m+ + + += = Vector of expected values of ordered Internally studentized residuals;  

( ) ( ) ( )1 2 ne e ... e+ + +≤ ≤ ≤  are the ordered studentized residuals; ( )( )ijσ∑  is the nxn covariance matrix of ordered 

Internally studentized residuals; and  
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Here, ( )( ) ( ) || |
ijV X X X X Hat matrix

−
= ν = =                                                         (4.18) 

 
Under the following assumptions given by white and Mac Donald (1980) for the large sample behavior of the modified 
tests for nonnormality is the linear regression model, it can be shown that the prosposed modified Shapiro-Francia 
Large sample test statistic W+ is consistent estimator of the true statistic W.  
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Assumption (i) The linear regression model is  

|
i i iY X , i 1, 2, ...., n= β+∈ =                                                                         (4.19) 

 
Where i| X |  is a sequence of uniformly bounded fixed (kx1) vector such that  
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xx
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n
→ , a positive definite matrix                                                          (4.20) 

 

i| |∈  is a sequence of i.i.d. random variables  
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β is a (kx1) vector of parameters  
 
This is assumption is sufficient to ensure  

a.s
β̂→β                                                              (4.22) 
 
Assumption (ii) (a) The density of ∈i , say f = dF is uniformly continuous, positive on the interval of support and 
bounded;  
 
(b) Define  
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These two assumptions imply the necessary and sufficient conditions for the asymptotic normality of ( )ˆn β−β . 

 
Under the above two conditions, it can be shown that  

p

W W 0+ − →                                                             (4.24) 

 
Where W is Shapiro-Francia test statistic in terms of disturbances ∈i’s.  
 
Small values of W+ are significant, that indicates nonnormality of disturbances. A more precise significance level may 
be associated with an observed W+ value by using the critical values given by Shapiro and Francia (1972).  
 
5. CONCLUSIONS  
 
In the present study a modified version of Shapiro-Francia test for normality of disturbances in a linear statistical model 
has been discussed by using Internally Studentized Residuals. This proposed test statistic is a consistent estimator of the 
true test statistic under the certain assumptions given by White and Mac Donald (1980). This kind of study can be 
further extended by deriving power functions of the tests, for the comparative study of the various tests of normality of 
disturbances.  
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