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#### Abstract

Through introducing a formula for divided difference and new schemes of divided difference tables, we study an interpolation formula, which generalizes both Newton and Lagrange interpolation formula to use interpolants that fit the derivatives, as well as the function values for arbitrary spaced grids. Using this, we derive other interpolation formulas, in terms of differences and divided differences for evenly spaced data. Comparing with former polynomial interpolation formulas, these new formulas have some new featured advantages for approximating functional values for evenly and unevenly spaced data.
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## 1. INTRODUCTION

Polynomial Interpolation theory has a number of important uses. Its primary use is to furnish some mathematical tools that are used in developing methods in the areas of approximation theory, numerical integration and the numerical solution of differential equations [1]. A number of different methods have been developed to construct useful interpolation formulas for evenly and unevenly spaced points. Newton's divided difference formula [1, 3] and Lagrange's formula $[2,4,5]$ are the most popular interpolation formulas for polynomial interpolation to any arbitrary degree with finite number of points.

Lagrange interpolation is a well known, classical technique for interpolation. Using this; one can generate a single polynomial expression which passes through every point given. This requires no additional information about the points. This can be really bad in some cases, as for large numbers of points we get very high degree polynomials which tend to oscillate violently, especially if the points are not so close together. Newton's formula for constructing the interpolation polynomial makes the use of divided differences through Newton's divided difference table for unevenly spaced data [1]. Based on this formula, there exists many number of interpolation formulas using differences through difference table, for evenly spaced data. The best formula is chosen by speed of convergence, but each formula converges faster than other under certain situations, no other formula is preferable in all cases. For example, if the interpolated value is closer to the center of the table then we go for any one of central difference formulas, (Gauss's, Stirling's and Bessel's etc) depending on the value of argument position from the center of the table [7]. However, Newton interpolation formula is easier for hand computation but Lagrange interpolation formula is easier when it comes to computer programming. In this paper, we study a new interpolation formula which generalizes both Newton and Lagrange interpolation formula with new scheme of divided difference tables for evenly and unevenly spaced data. Also, we study the comparisons of new interpolation formulas with the former interpolation formulas based on differences.
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### 2.1. New Divided Difference Table

In Newton divided difference table, divided differences of new entries in each column are determined by divided difference of two neighboring entries in the previous column. But, the procedure of new divided difference table is different from the Newton divided difference table. For example, consider the argument values $x_{0}, x_{1}, x_{2} \ldots, x_{6}$ for the corresponding functional values $f_{0}, f_{1}, f_{2}, \ldots, f_{6}$. As a matter of convenience, we write $f_{k}=f\left(x_{k}\right)$. The procedure of New divided difference table is given in Table 1. The first order divided differences in the third column of the Table 1 are found by the sequence of evaluating $f\left[x_{0}, x_{1}\right], f\left[x_{0}, x_{2}\right], \ldots$, The second order divided differences in the fourth column of the Table 1 are found by the sequence of evaluating $f\left[x_{0}, x_{1}, x_{2}\right]$, $f\left[x_{0}, x_{1}, x_{3}\right], \ldots$ Similarly, the sequences $f\left[x_{0}, x_{1}, x_{2}, x_{3}\right], f\left[x_{0}, x_{1}, x_{2}, x_{4}\right], \ldots$ are evaluated for fifth column and the sequences $f\left[x_{0}, x_{1}, x_{2}, x_{3}, x_{4}\right], f\left[x_{0}, x_{1}, x_{2}, x_{3}, x_{5}\right]$ are evaluated for sixth column and so on.

### 2.2. Combined form of Newton divided difference Table and New divided difference Table

Here, Newton divided difference table and new divided difference table are combined to produce a new combined form of divided difference table as shown in the Table 2. For example, consider the argument values $x_{0}, x_{1}, x_{2} \ldots, x_{6}$ for the corresponding functional values $f_{0}, f_{1}, f_{2}, \ldots, f_{6}$. The table is divided into two parts and separated by a crossed line. The first part contains first four data follows the procedure of Newton divided difference table and remaining follows the procedure of new divided difference table.

Table 1: New divided difference table divided difference Table

| $\boldsymbol{x}$ | $\boldsymbol{y}$ | $\bar{\delta}^{1}$ | $\bar{\delta}^{2}$ | $\bar{\delta}^{3}$ | $\bar{\delta}^{4}$ |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $x_{0}$ | $f_{0}$ |  |  |  |  |  |
|  |  | $f\left[x_{0}, x_{1}\right]$ |  |  |  |  |
| $x_{1}$ | $f_{1}$ |  | $f\left[x_{0}, x_{1}, x_{2}\right]$ |  |  |  |
|  |  | $f\left[x_{0}, x_{2}\right]$ |  | $f\left[x_{0}, x_{1}, x_{2}, x_{3}\right]$ |  |  |
| $x_{2}$ | $f_{2}$ |  | $f\left[x_{0}, x_{1}, x_{3}\right]$ |  | $f\left[x_{0}, x_{0}, x_{0}, x_{1}, x_{1}, x_{3}, x_{4}\right]$ |  |
|  |  | $f\left[x_{0}, x_{3}\right]$ |  | $f\left[x_{0}, x_{1}, x_{4}\right]$ |  |  |
| $x_{3}$ | $f_{3}$ |  |  | $f\left[x_{0}, x_{1}, x_{2}, x_{3}, x_{5}\right]$ |  |  |
|  |  | $f\left[x_{0}, x_{4}\right]$ | $f\left[x_{0}, x_{1}, x_{5}\right]$ |  | $f\left[x_{0}, x_{1}, x_{2}, x_{5}\right]$ |  |
| $x_{4}$ | $f_{4}$ |  | $f\left[x_{0}, x_{1}, x_{2}, x_{3}, x_{6}\right]$ |  |  |  |
|  |  | $f\left[x_{0}, x_{5}\right]$ |  | $f\left[x_{0}, x_{1}, x_{2}, x_{6}\right]$ |  |  |
| $x_{5}$ | $f_{5}$ |  | $f\left[x_{0}, x_{1}, x_{6}\right]$ |  |  |  |
|  |  | $f\left[x_{0}, x_{6}\right]$ |  |  |  |  |
| $x_{6}$ | $f_{6}$ |  |  |  |  |  |



### 2.3. Table of differences and divided differences by integer arguments.

Suppose the data are evenly spaced then, the construction of difference table is easier than new divided difference table. So, we have to change procedure of new combined form of divided difference table. Let $a, a+h, a+2 h, \ldots, a+6 h$ are the evenly spaced data, then their positional values from the top of the table are $0,1,2, \ldots 6$. (For central difference, we can use $0, \pm 1, \pm 2, \ldots$, as Shown in table 4 ). If we use the positional values, instead of using argument values, in combined form of divided difference table. Then, the divided differences in the first part of the Table 2 reduced to differences as shown in Table 3. But, from the $3^{\text {rd }}$ column, first entry in each column of the table is represented by differences and factorials, this is because to find divided differences in the second part of the table and other entries contain only differences to reduce calculation burden. The divided differences in the second part of table are called as divided differences by integer arguments. For example $f_{I}[0,1,2,3,6]$, denote $4^{\text {rd }}$ order divided difference by integer arguments of $0,1,2,3,6$ instead of $x_{0}, x_{1}, x_{2}, x_{3}, x_{6}$. The suffix I denotes the divided difference is found by its integer arguments of the table.

Table 3: Table of differences and divided differences by Integer divided differences.
Arguments


Algorithm 2.1: (New Divided difference table). Given the first two columns of the table, containing $x_{0}, x_{1}, \ldots, x_{n}$ and, correspondingly $f\left[x_{0}\right], f\left[x_{1}\right], \ldots, f\left[x_{n}\right]$, then the remaining entries are generated by the following steps,

Step-1: For $i=1$ to $r$ do
Step-2: For $j=0$ to $n-i$ do
Step-3: $f\left[x_{0}, x_{1}, x_{2}, \ldots, x_{i-1}, x_{i+j}\right]=\frac{f\left[x_{0}, x_{1}, x_{2}, \ldots, x_{i-2}, x_{i+j}\right]-f\left[x_{0}, x_{1}, x_{2}, \ldots, x_{i-2}, x_{i-1}\right]}{x_{i+j}-x_{i-1}}$.
Algorithm 2.2: (Combined form of divided difference table) Given the first two columns of the table, containing $x_{0}, x_{1}, \ldots, x_{n}$ and, correspondingly $f\left[x_{0}\right], f\left[x_{1}\right], \ldots, f\left[x_{n}\right]$, then the remaining entries are generated by the following steps,

Step-1: For $i=1$ to $r$ do
Step-2: For $j=0$ to $n-i$ do
Step-3: If $j<r-i+1$ then

$$
f\left[x_{j}, x_{j+1}, x_{j+2}, \ldots, x_{j+i}\right]=\frac{f\left[x_{j+1}, x_{j+2}, x_{j+3}, \ldots, x_{j+i}\right\rfloor-f\left\lfloor x_{j}, x_{j+1}, x_{j+2}, \ldots, x_{i+j-1}\right\rfloor}{x_{j+i}-x_{j}}
$$

Otherwise

$$
f\left[x_{0}, x_{1}, x_{2}, \ldots, x_{i-1}, x_{i+j}\right]=\frac{f\left[x_{0}, x_{1}, x_{2}, \ldots, x_{i-2}, x_{i+j}\right]-f\left[x_{0}, x_{1}, x_{2}, \ldots, x_{i-2}, x_{i-1}\right]}{x_{i+j}-x_{i-1}}
$$

## 3. INTERPOLATION FORMULAS

Theorem 3.1: Let $x_{0}, x_{1}, \ldots x_{r-1}$ are ' $r$ ' numbers and $x_{r,} x_{r+1}, \ldots, x_{n}$ are $(n-r+1)$ distinct numbers on the interval $[a, b], r \leq n, x \in[a, b], f \in C^{n+1}[a, b]$, and $\xi \in\left\{x, x_{0}, x_{1}, \ldots x_{n}\right\}$ then

$$
\begin{align*}
f(x)=\sum_{i=0}^{r-1} f & {\left[x_{0}, x_{1}, \ldots, x_{i}\right] \prod_{j=0}^{i-1}\left(x-x_{j}\right) } \\
& +\prod_{i=0}^{r-1}\left(x-x_{i}\right) \sum_{i=r}^{n} f\left[x_{i}, x_{0}, x_{1}, \ldots, x_{r-1}\right] \prod_{\substack{j=r \\
i \neq j}}^{n} \frac{x-x_{j}}{x_{i}-x_{j}}+\frac{f^{(n+1)}(\xi)}{(n+1)!} \prod_{i=0}^{n}\left(x-x_{i}\right) . \tag{3.1}
\end{align*}
$$

Proof: Using Newton's interpolation formula on $x_{0}, x_{1}, \ldots x_{r-1}$, we have

$$
\begin{align*}
f(x)=f\left(x_{0}\right)+(x- & \left.x_{0}\right) f\left[x_{0}, x_{1}\right]+\left(x-x_{0}\right)\left(x-x_{1}\right) f\left[x_{0}, x_{1}, x_{2}\right]+\ldots \\
& +\left(x-x_{0}\right)\left(x-x_{1}\right)\left(x-x_{2}\right) \ldots\left(x-x_{r-2}\right) f\left[x_{0}, x_{1}, x_{2} \ldots, x_{r-1}\right]  \tag{3.2}\\
& +\left(x-x_{0}\right)\left(x-x_{1}\right) \ldots\left(x-x_{r-1}\right) f\left[x, x_{0}, x_{1}, \ldots, x_{r-1}\right] .
\end{align*}
$$

Using formula for divided difference polynomial found in Ref [6]

$$
\begin{equation*}
f\left[x, x_{0}, x_{1}, \ldots, x_{r-1}\right]=\sum_{i=r}^{n} f\left[x_{i}, x_{0}, x_{1}, \ldots, x_{r-1}\right] \prod_{\substack{j=r \\ i \neq j}}^{n} \frac{x-x_{j}}{x_{i}-x_{j}}+f\left[x, x_{0}, x_{1}, x_{n}\right] \prod_{i=r}^{n}\left(x-x_{i}\right) . \tag{3.3}
\end{equation*}
$$

Substituting above equation (3.2) in (3.3), then

$$
\begin{aligned}
f(x) & =f\left(x_{0}\right)+\left(x-x_{0}\right) f\left[x_{0}, x_{1}\right]+\ldots+\left(x-x_{0}\right)\left(x-x_{1}\right) \ldots\left(x-x_{r-2}\right) f\left[x_{0}, x_{1}, \ldots, x_{r-1}\right] \\
& +\prod_{i=0}^{r-1}\left(x-x_{i}\right)\left(\sum_{i=r}^{n} f\left[x_{i}, x_{0}, x_{1}, \ldots, x_{r-1}\right] \prod_{\substack{i=r \\
i \neq j}}^{n} \frac{x-x_{j}}{x_{i}-x_{j}}\right)+\frac{f^{(n+1)}(\xi)}{(n+1)!} \prod_{i=0}^{n}\left(x-x_{i}\right) .
\end{aligned}
$$

After simplification, we obtain (3.1).
Remark 3.2: If we put $r=n$ and $r=0$ in Theorem 3.1, we obtain Newton's general nterpolation formula and Lagrange's interpolation formula respectively.

Remark 3.3: The following are some difference formulas for equally spaced points derived using various interpolation formulas.
(i) Let $x_{0}, x_{1}, x_{2} \ldots x_{n}$ are $(n+1)$ distinct numbers on the interval $[a, b]$, spaced equally
i.e $x_{i}=x_{0}+i h,(i=0,1,2, \ldots n), h \neq 0$ and $f \in C^{n+1}[a, b]$, if $x=x_{0}+s h$, then

$$
\begin{equation*}
f\left(x_{0}+s h\right)=f_{0}+\sum_{i=1}^{r-1} \Delta^{i} f_{0} \frac{s^{(i)}}{i!}+s^{(r)} \sum_{i=r}^{n} f_{I}[i, 0,1, \ldots, r-1] \prod_{\substack{j=r \\ i \neq j}}^{n} \frac{s-j}{i-j}+\frac{h^{n+1} s^{(n+1)}}{(n+1)!} f^{(n+1)}(\xi) . \tag{3.4}
\end{equation*}
$$

where $\Delta^{i} f_{0}$ is the $i^{\text {th }}$ difference and $f_{I}[i, 0,1, \ldots, r-1]$ is the $r^{\text {th }}$ divided difference by integer arguments
(ii). Let $x_{0}, x_{1}, x_{2} \ldots x_{n}$ are $(n+1)$ distinct numbers on the interval $[a, b], x \in[a, b]$ spaced equally i.e, $x_{i}=x_{0}-i h,(i=0,1,2, \ldots n), h \neq 0$ and $f \in C^{n+1}[a, b]$, if $x=x_{0}+s h$, then $f\left(x_{0}+s h\right)=f_{0}+\sum_{i=1}^{r-1} \frac{\nabla^{i} f_{0} s^{(-i)}}{i!}+s^{(-r)}(-1)^{n-r} \sum_{i=r}^{n} f_{I}[-i, 0,-1, \ldots,-(r-1)] \prod_{\substack{j=r \\ i \neq j}}^{n} \frac{s+j}{i-j}+\frac{h^{n+1} s^{(-n-1)} f^{(n+1)}(\xi)}{(n+1)!}$.
Where $\nabla^{i} f_{0}$ is $i^{\text {th }}$ backward difference and $f_{I}[-i, 0,-1, \ldots,-\overline{r-1}]$ is $r^{t h}$ divided difference by integer arguments
(iii). Let $x_{-m} \ldots x_{-2}, x_{-1}, x_{0}, x_{1}, x_{2} \ldots x_{n}$ are the $(n+m+1)$ distinct numbers on the interval $[a, b], x \in[a, b]$ spaced equally, i.e. $x_{i}=x_{0}+i h,(i=-m, \ldots,-2,-1,0,1,2, \ldots n), \quad h \neq 0 \quad$ and $f \in C^{n+m+1}[a, b]$, if $x=x_{0}+s h$, then

$$
\begin{align*}
& f\left(x_{0}+s h\right)=f_{0}+\frac{\delta^{1} f_{0}}{1!} s^{(1)}+\frac{\delta^{2} f_{-1}}{2!} s^{(2)}+\frac{\delta^{3} f_{-1}}{3!}(s+1)^{(3)}+\ldots+\frac{\delta^{2 r} f_{-r}}{2 r!}(s+r-1)^{(2 r)} \\
& \quad+(s+r)^{(2 r+1)} \sum_{i= \pm(r+1)}^{-m,+n} f_{I}[i, 0,1,-1,2,-2, \ldots r,-r] \prod_{\substack{j= \pm(r+1) \\
i \neq j}}^{-m,+n} \frac{s-j}{i-j}+\frac{h^{n+m+1} f^{(n+m+1)}(\xi)}{(n+m+1)!} \prod_{i=-m}^{n}(s-i) .  \tag{3.6}\\
& f\left(x_{0}+s h\right)=f_{0}+\frac{\delta^{1} f_{-1}}{1!} s+\frac{\delta^{2} f_{-1}}{2!}(s+1)^{(2)}+\frac{\delta^{3} f_{-2}}{3!}(s+1)^{(3)}+\ldots+\frac{\delta^{2 r} f_{-r}}{2 r!}(s+r)^{(2 r)} \\
& +(s+r)^{(2 r+1)} \sum_{i= \pm(r+1)}^{-m, n} f_{I}[i, 0,-1,1, \ldots,-r, r] \prod_{\substack{j= \pm(r+1) \\
i \neq j}}^{-m, n} \frac{s-j}{i-j}+\frac{h^{n+m+1} f^{(n+m+1)}(\xi)}{(n+m+1)!} \prod_{i=-m}^{n}(s-i) . \tag{3.7}
\end{align*}
$$

(3.6) and (3.7) are new central difference forward and backward difference formula respectively.

Remark 3.4: Let $\Theta(s)=(s+r)^{(2 r+1)} \sum_{i= \pm(r+1)}^{-m,+n} f_{I}[i, 0,-1,1,-2,2, \ldots,-r, r] \prod_{\substack{j= \pm(r+1) \\ i \neq j}}^{-m,+n} \frac{s-j}{i-j}$ and $R_{m+n+1}=\frac{h^{m+n+1} f^{(m+n+1)}(\xi)}{(m+n+1)!} \prod_{i=-m}^{n}(s-i)$.

Using Theorem 3.1, we can improve Striling's, Bessels's, Everett's and Steffensen's central difference formulas as follows

$$
\begin{align*}
& f\left(x_{0}+s h\right)=f_{0}+\frac{\delta^{1} f(0)+\delta^{1} f(-1)}{2} \frac{s}{1!}+\frac{s^{2}}{2!} \delta^{2} f(-1)+\ldots+ \\
& \frac{\delta^{2 r-1} f(-r+1)+\delta^{2 r-1} f(-r)}{2} \frac{(s+r-1)^{(2 r-1)}}{2 r-1!}+\delta^{2 r} f(-r) \frac{s(s+r-1)^{(2 r-1)}}{2 r!}+\Theta(s)+R_{n+m+1}  \tag{3.8}\\
& f\left(x_{0}+s h\right)=\frac{f_{0}+f_{1}}{2}+\frac{\left(s-\frac{1}{2}\right)}{1!} \delta f(0)+\frac{s(s-1)}{2!} \frac{\delta^{2} f(-1)+\delta^{2} f(0)}{2}+\frac{\left(s-\frac{1}{2}\right) s(s-1)}{3!} \delta^{3} f(-1)  \tag{3.9}\\
& \ldots+\frac{(s+r-1)^{(2 r)}}{2 r!} \frac{\delta^{2 r} f(-r)+\delta^{2 r} f(-r+1)}{2}+\frac{(s+r-1)^{(2 r)}}{2 r!} \frac{\delta^{2 r+1} f(-r)}{2}+\Theta(s)+R_{n+m+1} \\
& f\left(x_{0}+s h\right)=f_{0} t+\frac{(t+1)^{(3)}}{3!} \delta^{2} f(-1)+\ldots+\frac{\delta^{2 r-2} f(-r+1)}{2 r-1!}(t+r-1)^{(2 r-1)}+f_{1} s+ \\
& \quad+\frac{(s+1)^{(3)}}{3!} \delta^{2} f(0)+\ldots+\frac{\delta^{2 r} f(-r)}{2 r!}(s+r-1)^{(2 r)}+\Theta(s)+R_{n+m+1} \tag{3.10}
\end{align*}
$$

and

$$
\begin{align*}
& f\left(x_{0}+s h\right)=f_{0}+ \delta f  \tag{3.11}\\
&(0) \frac{(s+1)^{(2)}}{2!}-\frac{\delta f(-1)}{2!} s^{(2)}+\ldots+\delta^{2 r-1} f(-r+1) \frac{(s+r)^{(2 r)}}{2 r!} \\
&-\frac{\delta^{2 r-1} f(-r)}{2 r!}(s+r-1)^{(2 r)}+\Theta(s)+R_{n+m+1} .
\end{align*}
$$

where $t=1-s$, Equations (3.8)-(3-11) are new modified form of Striling's, Bessels's, Everett's and Steffensen's central difference formulas respectively.

## 4. APPROXIMATION BY NEW INTERPOLATION FORMULA

The general structure of the new interpolation formula can be written in the following form
$f(x)=N(x)+\left(x-x_{0}\right)\left(x-x_{1}\right)\left(x-x_{2}\right) \ldots\left(x-x_{r-1}\right) \lambda(x)+E(x)$.
where $f_{0}, f_{1}, f_{2}, \ldots, f_{n}$ are the functional values of the function $f$, for the distinct arguments $x_{0}, x_{1}, x_{2} \ldots x_{n}$ and $f \in C^{n+1}[a, b] . N(x)$ is Newton's interpolation formula up to certain order and $\lambda(x)$ is the divided difference polynomial. To approximate new interpolation formula, we can replace $\lambda(x)$ by a suitable approximation $\Pi(x)$. We can use least squares or any other methods to replace $\lambda(x)$ by $\Pi(x)$.
i.e. $f(x)=N(x)+\left(x-x_{0}\right)\left(x-x_{1}\right)\left(x-x_{2}\right) \ldots\left(x-x_{r-1}\right) \Pi(x)$.
$\Pi(x)$ is an approximation of $r^{t h}$ divided difference polynomial, obtained from the new divided difference table. The replacement of $\Pi(x)$ by the suitable approximation is shown through an example. Here, we use Method of least squares to replace $\Pi(x)$. The actual function taken for comparison is $f(x)=e^{x}(1+x)+x \sin x$ and the argument values $x$ and corresponding functional values $y$ are given in the following table.

Table - 5

| $x$ | 1.0 | 1.25 | 1.5 | 1.75 | 2.0 | 2.25 | 2.5 | 2.75 | 3.00 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $y$ | 6.2780346 | 9.0395024 | 12.7004652 | 17.5471328 | 23.9857632 | 32.5858062 | 44.1349092 | 59.7094373 | 80.7655077 |

In this example,, former formulas of interpolation based on differences are compared by their speed of convergence. We consider the 4th the degree polynomial, generated by Newton forward and backward, Gauss forward and backward, Stirling's, Bessel's, Everett's and Steffensen's interpolation formulas. The errors of various interpolation formulas with actual functional values on $(0.85,3.15)$ are shown in the Table 6 . Similarly, The new modified formulas (of Newton forward and backward, Gauss forward and backward, etc) are used to calculate $4^{\text {th }}$ degree polynomial. The divided difference polynomial is replaced by the function $\theta(\mathrm{s})$, where $\theta(\mathrm{s})$ is a linear function found by using method of least squares, on $3^{\text {rd }}$ order divided differences generated in the new divided difference table. The errors of various new interpolation formulas and their actual functional values on $(0.85,3.15)$ are shown in the Table 7.

Newton forward and backward formulas give fair accuracy near the beginning and end of the Table 6 respectively. But, at the central zone of Table 6, central difference formulas give fair accuracy than Newton forward and backward formulas. But, comparing the results of corresponding former formulas in Table 6 to new modified formulas in Table 7, it is clear that the new modified formulas give better accuracy than the former formulas. Through out the interval ( 0.85 , 3.15) new modified formulas possess better accuracy.

Table - 6: Errors by Newton forward and backward, Gauss forward and backward, etc., with actual function values on some values of $x$

| X | Newton <br> Forward <br> Formula | Newton Backward Formula | Forward <br> Formula | Central difference |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | Backward Formula | Strirling's formula | Bessel’s formula | Everett's formula | Steffensen’s formula |
| 0.85 | 1.19e-02 | $7.39 \mathrm{e}+00$ | 6.88e-01 | 6.88e-01 | 6.88e-01 | $1.59 \mathrm{e}+00$ | 6.88e-01 | 6.88e-01 |
| 0.90 | 5.81e-03 | $6.33 \mathrm{e}+00$ | 5.41e-01 | $5.41 \mathrm{e}-01$ | 5.41e-01 | $1.30 \mathrm{e}+00$ | $5.41 \mathrm{e}-01$ | 5.41e-01 |
| 1.00 | $0.00 \mathrm{e}+00$ | $4.56 \mathrm{e}+00$ | 3.18e-01 | 3.18e-01 | 3.18e-01 | 8.47e-01 | 3.18e-01 | 3.18e-01 |
| 1.10 | -1.07e-03 | $3.20 \mathrm{e}+00$ | 1.73e-01 | 1.73e-01 | 1.73e-01 | 5.27e-01 | $1.73 \mathrm{e}-01$ | 1.73e-01 |
| 1.15 | -8.23e-04 | $2.65 \mathrm{e}+00$ | $1.23 \mathrm{e}-01$ | $1.23 \mathrm{e}-01$ | $1.23 \mathrm{e}-01$ | $4.07 \mathrm{e}-01$ | $1.23 \mathrm{e}-01$ | 1.23e-01 |
| 1.25 | $0.00 \mathrm{e}+00$ | $1.77 \mathrm{e}+00$ | $5.50 \mathrm{e}-02$ | $5.50 \mathrm{e}-02$ | 5.50e-02 | $2.31 \mathrm{e}-01$ | $5.50 \mathrm{e}-02$ | 5.50e-02 |
| 1.35 | 4.33e-04 | $1.14 \mathrm{e}+00$ | 1.92e-02 | 1.92e-02 | 1.92e-02 | $1.20 \mathrm{e}-01$ | 1.92e-02 | 1.92e-02 |
| 1.50 | $0.00 \mathrm{e}+00$ | 5.26e-01 | $0.00 \mathrm{e}+00$ | $0.00 \mathrm{e}+00$ | 0.00e+00 | $3.53 \mathrm{e}-02$ | 3.47e-18 | 0.00e+00 |
| 1.65 | -4.54e-04 | 2.03e-01 | -1.34e-03 | -1.34e-03 | -1.34e-03 | 5.38e-03 | -1.34e-03 | -1.34e-03 |
| 1.75 | $0.00 \mathrm{e}+00$ | $9.10 \mathrm{e}-02$ | $0.00 \mathrm{e}+00$ | $0.00 \mathrm{e}+00$ | 0.00e+00 | $0.00 \mathrm{e}+00$ | $0.00 \mathrm{e}+00$ | $0.00 \mathrm{e}+00$ |
| 1.85 | 9.21e-04 | 3.19e-02 | 7.03e-04 | 7.03e-04 | 7.03e-04 | -7.64e-04 | 7.03e-04 | 7.03e-04 |
| 2.00 | $1.73 \mathrm{e}-18$ | 0.00e+00 | $0.00 \mathrm{e}+00$ | $0.00 \mathrm{e}+00$ | $0.00 \mathrm{e}+00$ | $0.00 \mathrm{e}+00$ | $0.00 \mathrm{e}+00$ | $0.00 \mathrm{e}+00$ |
| 2.10 | -7.04e-03 | -2.88e-03 | -6.76e-04 | -6.76e-04 | -6.76e-04 | $1.14 \mathrm{e}-04$ | -6.76e-04 | -6.76e-04 |
| 2.15 | -1.46e-02 | -2.22e-03 | -7.39e-04 | -7.39e-04 | -7.39e-04 | $5.11 \mathrm{e}-05$ | -7.39e-04 | -7.39e-04 |
| 2.25 | -4.31e-02 | $0.00 \mathrm{e}+00$ | $0.00 \mathrm{e}+00$ | $0.00 \mathrm{e}+00$ | 0.00e+00 | $0.00 \mathrm{e}+00$ | $0.00 \mathrm{e}+00$ | $0.00 \mathrm{e}+00$ |
| 2.35 | -9.93e-02 | $1.17 e-03$ | 1.50e-03 | $1.50 \mathrm{e}-03$ | $1.50 \mathrm{e}-03$ | $3.15 \mathrm{e}-04$ | $1.50 \mathrm{e}-03$ | $1.50 \mathrm{e}-03$ |
| 2.50 | -2.71e-01 | $0.00 \mathrm{e}+00$ | $0.00 \mathrm{e}+00$ | $0.00 \mathrm{e}+00$ | 0.00e+00 | $0.00 \mathrm{e}+00$ | $0.00 \mathrm{e}+00$ | 0.00e+00 |
| 2.65 | -6.15e-01 | -1.23e-03 | -2.38e-02 | -2.38e-02 | -2.38e-02 | -1.06e-02 | -2.38e-02 | -2.38e-02 |
| 2.75 | -9.93e-01 | 0.00e+00 | -7.05e-02 | -7.05e-02 | -7.05e-02 | -3.53e-02 | -7.05e-02 | -7.05e-02 |
| 2.85 | -1.54e+00 | 2.51e-03 | -1.63e-01 | -1.63e-01 | -1.63e-01 | -8.87e-02 | -1.63e-01 | -1.63e-01 |
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```
3.00 -2.78e+00 0.00e+00 -4.44e-01 -4.44e-01 -4.44e-01 -2.67e-01 -4.44e-01 -4.44e-01
3.10 -3.99e+00 -1.93e-02 -7.80e-01 -7.80e-01 -7.80e-01 -4.95e-01 -7.80e-01 -7.80e-01
3.15 -4.74e+00 -4.00e-02 -1.01e+00 -1.01e+00 -1.01e+00 -6.56e-01 -1.01e+00 -1.01e+00
```

Table - 7: Errors by equations (3.5) to (3.11) with actual functional values on various values of $x$

| x | Modified <br> Newton <br> Forward <br> Formula | Modified <br> Newton <br> Backward <br> Formula | Cenntral difference |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Modified | Modified | Modified | Modified | M | Modified |
|  |  |  | Forward | Backward | 's | Bes | Ev | Steffensen's |
|  |  |  | Form | Form | Formula | Formula | Formula | For |
| 0.85 | 3.00e-02 | $1.71 \mathrm{e}+0$ | 4.87e-01 | 4.87e-01 | 4.87e-01 | 4.87e-01 | 4.87e-01 | 4.87e-01 |
| 0.90 | 1.52e-02 | $1.31 \mathrm{e}+00$ | 3.62e-01 | 3.62e-01 | 3.62e-01 | 3.62e-01 | 3.62e-01 | 3.62e-01 |
| 1.00 | $0.00 \mathrm{e}+00$ | 6.93e-01 | $1.82 \mathrm{e}-01$ | $1.82 \mathrm{e}-01$ | $1.82 \mathrm{e}-01$ | 1.82e-01 | $1.82 \mathrm{e}-01$ | $1.82 \mathrm{e}-01$ |
| 1.10 | -3.24e-03 | 2.77e-01 | 7.19e-02 | 7.19e-02 | $7.19 \mathrm{e}-02$ | 7.19e-02 | 7.19e-02 | 7.19e-02 |
| 1.15 | -2.61e-03 | $1.29 \mathrm{e}-01$ | 3.70e-02 | 3.70e-02 | $3.70 \mathrm{e}-02$ | 3.70e-02 | 3.70e-02 | 3.70e-02 |
| 1.25 | $0.00 \mathrm{e}+00$ | -6.88e-02 | -3.91e-03 | -3.91e-03 | -3.91e-03 | -3.91e-03 | -3.91e-03 | -3.91e-03 |
| 1.35 | $1.78 \mathrm{e}-03$ | -1.68e-01 | -1.86e-02 | -1.86e-02 | -1.86e-02 | -1.86e-02 | -1.86e-02 | -1.86e-02 |
| 1.50 | $0.00 \mathrm{e}+00$ | -1.97e-01 | -1.58e-02 | -1.58e-02 | -1.58e-02 | -1.58e-02 | -1.58e-02 | -1.58e-02 |
| 1.65 | -5.61e-03 | -1.51e-01 | -5.02e-03 | -5.02e-03 | -5.02e-03 | -5.02e-03 | -5.02e-03 | -5.02e-03 |
| 1.75 | -8.49e-03 | -1.06e-01 | $0.00 \mathrm{e}+00$ | $0.00 \mathrm{e}+00$ | $0.00 \mathrm{e}+00$ | $0.00 \mathrm{e}+00$ | $0.00 \mathrm{e}+00$ | $0.00 \mathrm{e}+00$ |
| 1.85 | -7.79e-03 | -6.21e-02 | 1.81e-03 | 1.81e-03 | $1.81 \mathrm{e}-03$ | 1.81e-03 | 1.81e-03 | $1.81 \mathrm{e}-03$ |
| 2.00 | 5.19e-03 | -1.28e-02 | $0.00 \mathrm{e}+00$ | $0.00 \mathrm{e}+00$ | $0.00 \mathrm{e}+00$ | $0.00 \mathrm{e}+00$ | $0.00 \mathrm{e}+00$ | $0.00 \mathrm{e}+00$ |
| 2.10 | $2.41 \mathrm{e}-02$ | $5.54 \mathrm{e}-03$ | -1.70e-03 | -1.70e-03 | -1.70e-03 | -1.70e-03 | -1.70e-03 | -1.70e-03 |
| 2.15 | 3.68e-02 | $1.05 \mathrm{e}-02$ | -1.93e-03 | -1.93e-03 | -1.93e-03 | -1.93e-03 | -1.93e-03 | -1.93e-03 |
| 2.25 | 6.77e-02 | $1.33 \mathrm{e}-02$ | $0.00 \mathrm{e}+00$ | $0.00 \mathrm{e}+00$ | $0.00 \mathrm{e}+00$ | $0.00 \mathrm{e}+00$ | $0.00 \mathrm{e}+00$ | $0.00 \mathrm{e}+00$ |
| 2.35 | $1.03 \mathrm{e}-01$ | $9.43 \mathrm{e}-03$ | 5.85e-03 | 5.85e-03 | 5.85e-03 | 5.85e-03 | 5.85e-03 | 5.85e-03 |
| 2.50 | $1.47 \mathrm{e}-01$ | $0.00 \mathrm{e}+00$ | 2.01e-02 | $2.01 \mathrm{e}-02$ | $2.01 \mathrm{e}-02$ | $2.01 \mathrm{e}-02$ | 2.01e-02 | $2.01 \mathrm{e}-02$ |
| 2.65 | $1.42 \mathrm{e}-01$ | -3.45e-03 | $2.78 \mathrm{e}-02$ | $2.78 \mathrm{e}-02$ | $2.78 \mathrm{e}-02$ | $2.78 \mathrm{e}-02$ | $2.78 \mathrm{e}-02$ | $2.78 \mathrm{e}-02$ |
| 2.75 | 7.99e-02 | $0.00 \mathrm{e}+00$ | $1.40 \mathrm{e}-02$ | $1.40 \mathrm{e}-02$ | $1.40 \mathrm{e}-02$ | $1.40 \mathrm{e}-02$ | $1.40 \mathrm{e}-02$ | $1.40 \mathrm{e}-02$ |
| 2.85 | -6.32e-02 | $5.46 \mathrm{e}-03$ | -3.36e-02 | -3.36e-02 | -3.36e-02 | -3.36e-02 | -3.36e-02 | -3.36e-02 |
| 3.00 | -5.15e-01 | $0.00 \mathrm{e}+00$ | -2.22e-01 | -2.22e-01 | -2.22e-01 | -2.22e-01 | -2.22e-01 | -2.22e-01 |
| 3.10 | $-1.05 \mathrm{e}+00$ | -3.48e-02 | -4.75e-01 | -4.75e-01 | -4.75e-01 | -4.75e-01 | -4.75e-01 | -4.75e-01 |
| 3.15 | $-1.41 \mathrm{e}+00$ | -7.02e-02 | -6.57e-01 | -6.57e-01 | -6.57e-01 | -6.57e-01 | -6.57e-01 | -6.57e-01 |

Table-8: Comparisons of Total number of different operations of various interpolation formulas.

| Operations | Newton divided difference <br> Formula | Lagrange Interpolation <br> formula | New Interpolation formula, Theorem 3.1 <br> $0<r<n$ |
| :--- | :---: | :---: | :---: |
| Additions | $n$ | $n$ | $n$ |
| Subtractions | $3 n(n+1) / 2$ | $2 n(n+1)$ | $n(n+1)+(n-r)(n-r+1)+r(r+1) / 2$ |
| Multiplications | $n(n+1) / 2$ | $(2 n-1)(n+1)$ | $(2(n-r)-1)(n-r+1)+r(r+1) / 2$ |
| Division | $n(n+1) / 2$ | $n+1$ | $n(n+1) / 2-(n-r)(n-r+1) / 2+n-r+1$ |

## 5. CONCLUSION

The new interpolation formula which generalizes both Newton's and Lagrange's interpolation formulas has been studied in this paper by introducing a new formula of divided difference and new schemes of divided difference tables. Further, we study other new interpolation formulas based on the differences and divided differences. Also comparisons of former interpolation formulas (Newton's, Gauss's, Stirling, Bessel's, etc.,) with the new modified formulas are shown that the new formulas are very efficient and posses good accuracy for evaluating functional values between given data. Comparison table (Table 8) in section 4 shows the new interpolation formula is superior to Newton's and Lagrange's interpolation formulas.
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