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#### Abstract

In the present paper, we used Hadamard Rhotrices of order 12 with their coupled matrix to encode a binary linear block code. The standard generator matrix and the parity check matrix are given for this code. Finally, the Syndrome decoding method used to correct errors which appears in transformation information, as well as, we give example to explained this method how work.
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## 1. INTRODUCTION

The basic problem of coding theory is that of communication over an unreliable channel thatresults in errors in the transmitted message. It is worthwhile noting that all communication channels have errors, and thus codes are widely used In fact, they are not just used for network communication, USB channels, satellite communication and so on, but also in disks and other physical media which are also prone to errors.

In addition to their practical application, coding theory has many applications in the theory of computer science [3-4]. Rhotrix is a new concept introduce in the literature of mathematics in 2003 [1]. It is a mathematical object which is, in some way between $2 * 2$ - dimensional and $3 * 3$-dimensional matrices. A rhotrix of dimension 3 is defined as:

$$
R_{3}=<a 2 \begin{align*}
& a 1 \\
& a 3  \tag{1}\\
& a 5
\end{align*} \quad a 4>
$$

Where, $a_{1}, a_{2}, a_{3}, a_{4}, a_{5} \in R$. A rhotrix of higher order is defined in [5]. Algebra and analysis of rhotrices is discussed in the literature [2], [6-9]. Hadamard rhotrix over finite field is defined in [10]. A necessary and sufficient conditions for Hadamardrhotrices and its snb-rhotrices are discussed in [9].

In [9], they are given the coupled matrix of the rhotrix $\mathrm{R}_{23}$ is of order 12 defined as:

$$
M=\left[\begin{array}{llllllllllll}
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1  \tag{2}\\
1 & 0 & 1 & 0 & 1 & 1 & 1 & 0 & 0 & 0 & 1 & 0 \\
1 & 0 & 0 & 1 & 0 & 1 & 1 & 1 & 0 & 0 & 0 & 1 \\
1 & 1 & 0 & 0 & 1 & 0 & 1 & 1 & 1 & 0 & 0 & 0 \\
1 & 0 & 1 & 0 & 0 & 1 & 0 & 1 & 1 & 1 & 0 & 0 \\
1 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 1 & 1 & 1 & 0 \\
1 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 1 & 1 & 1 \\
1 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 1 & 1 \\
1 & 1 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 1 \\
1 & 1 & 1 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 0 \\
1 & 0 & 1 & 1 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 1 \\
1 & 1 & 0 & 1 & 1 & 1 & 0 & 0 & 0 & 1 & 0 & 0
\end{array}\right]
$$

From the coupled matrix M, this matrix gives fife matrices, one of them is:

$$
W=\left[\begin{array}{llllllllll}
1 & 0 & 1 & 1 & 1 & 0 & 0 & 0 & 1 & 0  \tag{3}\\
0 & 1 & 0 & 1 & 1 & 1 & 0 & 0 & 0 & 1 \\
1 & 0 & 0 & 1 & 0 & 1 & 1 & 1 & 0 & 0 \\
0 & 1 & 0 & 0 & 1 & 0 & 1 & 1 & 1 & 0 \\
0 & 0 & 1 & 0 & 0 & 1 & 0 & 1 & 1 & 1 \\
1 & 1 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 1
\end{array}\right]
$$

Note that, $\mathrm{R}_{23}$ Hadamardrhotrix is defined over the $\mathrm{GF}=\{0,1\}$.
In our work, we will use the matrix in (3) as generator matrix to construct a linear block code, and used it to: first, encode information (messages), and, second, find the standard generator matrix with their parity check matrix for a linear block code.

## 2. SOME BASIC CONCEPTS

Definition 1: A binary block code $Q(u, v)$ of length $u$ and $u=2^{v}$ code words is called linear if its $2^{v}$ code words form a $v$-dimensional subspace of the vector space $V_{u}$ of all $u$-tuples over the field $G F(2)=\{0,1\}$.

Basic properties of a linear block code $\mathbf{Q}(\mathbf{u}, \mathbf{v})$ :

1) The zero word $(0,0,0, \ldots, 0)$, is always a code word.
2) If c is a code word, then $(-\mathrm{c})$ is also a code word.
3) A linear code is invariant under translation by a code word. That is, if c is a code word in linear code $\mathrm{Q}(\mathrm{u}, \mathrm{v})$, then $\mathrm{Q}+\mathrm{c}=\mathrm{Q}$.
4) The dimension $v$ of the linear code $Q(u, v)$ is the dimension of $Q$ as a subspace of $V_{u}$ over $G F(2)$, i.e, $\operatorname{dim}(Q)=v$.

Definition 2: Let $\mathbf{a}=\left(a_{1}, a_{2}, \ldots, a_{v}\right)$, and, $b=\left(b_{1}, b_{2}, \ldots, b_{v}\right)$. Then, for every $i$ define

$$
\left.\begin{array}{l}
\mathrm{d}\left(\mathrm{a}_{\mathrm{i}}, \mathrm{~b}_{\mathrm{i}}\right)=\left\{\begin{array}{ll}
1 & \mathrm{ai} \neq \mathrm{bi} \\
\mathrm{~d}(\mathbf{a}, \mathbf{b})=\sum_{i=1}^{u} d(\mathrm{ai}, \mathrm{bi})
\end{array}\right\} \text { bi }
\end{array}\right\} \text { and define: }
$$

$d(\mathbf{a}, \mathbf{b})$ is called the Hamming distance between $\mathbf{a}$ and $\mathbf{b}$.
Definition 3: The minimum distance of a binary code Q, is the smallest distance between two distinct code word:

$$
\begin{equation*}
\mathrm{d}(\mathrm{Q})=\min \{\mathrm{d}(\mathbf{a}, \mathbf{b}) / \mathbf{a}, \mathbf{b} \in \mathrm{Q}, \mathbf{a} \neq \mathbf{b}\} \tag{5}
\end{equation*}
$$

Remark: An (u, v)-code of distance $d$ is called an $Q(u, v, d(Q))$-code. The values $u$, $v$ are called the parameters of the code.

Theorem 1: A binary code Q can detect up to t -errors in any code word iff $\mathrm{d}(\mathrm{Q}) \geq 2 \mathrm{t}+1$.
Theorem 2: A binary code $Q$ can correct up to $t$ - errors in any code word iff $d(Q) \geq 2 t+1$.
Definition 4: Consider a v-bit message $m=\left(m_{1}, m_{2}, \ldots, m_{v}\right)$ as a $1^{*} v$ matrix. Let $G$ be a $v^{*} u$ matrix that begins with the $\mathrm{v}^{*} \mathrm{v}$ identity matrix $\mathrm{I}_{\mathrm{v}}$. That is $\mathrm{G}=\left(\mathrm{I}_{\mathrm{v}}, A\right)$, where, A is a $\mathrm{v}^{*}(\mathrm{u}-\mathrm{v})$ matrix, known as generator matrix.

We encode $\mathrm{m}=\left(\mathrm{m}_{1}, \mathrm{~m}_{2}, \ldots, \mathrm{~m}_{\mathrm{v}}\right)$ as $\mathrm{E}(\mathrm{m})=\mathrm{m} * \mathrm{G}$, where we do arithmetic modulo 2 .
Definition 5: The weight of a code word $\mathbf{a}$, denoted by $w(\mathbf{a})$, in a binary code is the number of $1^{\text {s }}$ in this code word, and the minimum weight of a linear block code is denoted by:

$$
\begin{equation*}
\mathrm{W}(\mathrm{Q})=\min \{\mathrm{w}(\mathbf{a}) / \mathrm{a} \in \mathrm{Q}\} \tag{6}
\end{equation*}
$$

Lemma 1: Suppose that $\mathbf{a}$ and $\mathbf{b}$ are code word in linear block code Q . Then: $\mathrm{d}(\mathbf{a}, \mathbf{b})=\mathrm{w}(\mathbf{a}+\mathbf{b})$.
Theorem 2: The minimum distance of a linear block code Q equals the minimum weight of a nonzero code word in Q .
Definition 6: Suppose that $G$ is a $v^{*} u$ generator matrix with:

$$
\begin{equation*}
\mathrm{G}=\left(\mathrm{I}_{\mathrm{V}} / \mathrm{A}\right) \tag{7}
\end{equation*}
$$

Where $A$ is a $v *(u-v)$ matrix. To $G$ we associate the parity check matrix $P$, where

$$
\begin{equation*}
P=\left(A^{t} / I_{u-v}\right) \tag{8}
\end{equation*}
$$

Then, $\mathbf{a}$ is a code word iff $\mathrm{P}^{*} \mathbf{a}^{\mathrm{t}}=\mathbf{0}$.
Definition 7: The dual of a code Q is denoted by: $\mathrm{Q}^{*}=\{(\mathbf{a} . \mathbf{b})=\mathbf{0}, \forall \mathbf{a}, \mathbf{b} \in \mathrm{Q}\}$.

## 3. MAINS RESULTS

Consider the matrix in (3), and let the input information (message) $m=\left(m_{1}, m_{2}, m_{3}, m_{4}, m_{5}\right)$. Since the matrix $W$ orthogonal for each two rows in W , we will delete the last row in W to be more convenient in coding theory to get $u=2^{5}$ code words and the length of message 5 -bits, this is shown in the following equation

$$
\begin{equation*}
\mathrm{E}(\mathrm{~m})=\mathrm{m}^{*} \mathrm{~W}^{*} \tag{9}
\end{equation*}
$$
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## MATLAB program for encoding messages:

>> \% The encoding messages by using equation (9)
$\gg$ I $=(0: 31)$
$\gg \operatorname{str}=\operatorname{dec} 2 b i n(\mathrm{i})$
>> input $\mathrm{W}^{*} \%$ the generator matrix
$\gg \mathrm{E}(\mathrm{m})=\bmod ($ double(str)*double(W),2); \% the encoding messages
$\gg$ end
Theorem 3.1: The block code $Q(32,5)$ is a linear.
Proof: we need to show that: $\forall \mathbf{a}, \mathbf{b} \in \mathrm{Q}(32,5)$ and every scalar $\beta \in G F\{0,1\}$, it holds that: $\mathbf{a}+\mathbf{b} \in \mathrm{Q}(32,5)$, and, $\beta * \mathbf{a} \in \mathrm{Q}(32,5)$.

However, this follows immediately from eq. (3.1): $\mathbf{a}+\mathbf{b}=\mathbf{c} \in Q(32,5), \mathbf{c}$ is a linear compensation of $\mathbf{a}$ and $\mathbf{b}$. And, $\beta$ *a belongs to $\in Q(32,5)$, since:

Case-1: if $\beta=0$, then, $\beta * \mathbf{a}=0 * \mathbf{a}=\mathbf{0} \in \mathrm{Q}(32,5)$.
Case-2: if $\beta=1$, then, $\beta * \mathbf{a}==1^{*} \mathbf{a}=\mathbf{a} \in \mathrm{Q}(32,5)$.
Lemma 3.1: The zero code word $\mathbf{0}=(0,0,0,0,0,0,0,0,0,0)$ belongs to $Q(32,5)$.
Proof: Let a be a code word in Q $(32,5)$. Since Q $(32,5)$ is a linear block code (by using theorem (3.1)), then, $\mathbf{a}+\mathbf{a}=\mathbf{0}$.

## Proposition 3.1:

1) For the code $Q(32,5)$, we have: $u=34, v=6$
2) $Q(32,5)$ code is self dual, meaning that: $Q(32,5)=Q(32,5)^{*}$.

Proof: (1): This is immediate from the dimension of generator matrix $\mathrm{W}^{*}$ is $5^{*} 10$.
(2): we can verify that: $\sum_{i=1}^{5} a_{i} b_{i}=\mathbf{0}, \forall \mathbf{a}, \mathrm{b} \in \mathrm{Q}(32,5)$. Thus $\mathrm{Q}(32,5) \subseteq \mathrm{Q}(32,5)^{*}$.(because every word in Q $(32,5)$ is also in $\left.\mathrm{Q}(32,5)^{*}\right)$.

Since, dimension $Q(32,5)=Q(32,5)^{*}=32$.
We have: $\mathrm{Q}(32,5)=\mathrm{Q}(32,5)^{*}$.
After, we showed that the encoding messages by using $W^{*}$. Now, we calculate the parity check matrix for $\mathrm{Q}(32,5)$ code: by using some operations we have:

$$
P=\left[-\mathrm{A}^{\mathrm{t}} / \mathrm{I}\right]=\left[\begin{array}{cccccccccc}
0 & 0 & 1 & 1 & 0 & 1 & 0 & 0 & 0 & 0  \tag{10}\\
0 & 0 & 0 & 1 & 1 & 0 & 1 & 0 & 0 & 0 \\
0 & 1 & 1 & 1 & 0 & 0 & 0 & 1 & 0 & 0 \\
1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 1 & 0 \\
1 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 1
\end{array}\right]
$$

Where P is a parity check matrix for $\mathrm{Q}(32,5)$ code.
Lemma 3.2: The minimum Hamming distance of $Q(32,5)$ code is 3 .
The parity check matrix P has columns which are all nonzero and no two of which are the same. Hence Q(32,5) code can correct single error. By theorem (2.1) and theorem (2.2) can detect 2-errors and correct 1-error, as well as, we conclude that the minimum Hamming distance of $\mathrm{Q}(32,5)$ code is at least 3.

Note that, the minimum Hamming distance is equal to the minimum Hamming weight is 3 .
Now, we want to decode the binary block code $\mathrm{Q}(32,5,3)$ by using Syndrome decoding method with the following steps:

1) Compute the Syndrome: $S(r)=r^{*} P^{t}$, where, $r=\left(r_{1}, r_{2}, \ldots, r_{10}\right)$.
2) If $S(r)=0$, then $r$ is the code word in $Q(32,5,3)$.
3) If $S(r) \neq 0$, then $r$ is not code word in $Q(32,5,3)$. $S(r)$ will be similar to the column of $P$. Which show the position of error.

## MATLAB program for Syndrome Decoding Method:

>>input r
>>input $\mathrm{P}^{\mathrm{t}}$
$\gg$ find $S(r)=r^{*} \mathrm{P}^{t}$
Example 3.1: Let $m=(1,1,0,0,0)$ be the message The encoding message is $(1,1,1,0,0,1,0,0,1,1)$. Let $r=(1,1,1,0,0,1,0,0,0,1)$ be the transmitted code word over BSC. The problem is to find where the $r$ is transmitted with errors or not.

Solution: From using MATLAB program in the above, we get:
$S(r)=(0,0,0,1,0)$, since $S(r) \neq \mathbf{0}$, then $r$ is not in $Q(32,5,3)$ this is similar to the $9^{\text {th }}$ column of $P$. Then we have $r=(1,1,1,0,0,1,0,0,1,1)$. Finally, $r$ is the codeword for the message $m=(1,1,0,0,0)$.

## 4. CONCLUSION

In this paper, we give anew representation method for encoding and decoding information in communication channel by using the coupled matrices of Hadamard Rhotrix. From our method, we see that, the binary block code $\mathrm{Q}(32,5,3)$ is belong to a single error-correcting codes which are very useful applications in communication system, coding theory and Error - Correcting codes.
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