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ABSTRACT

Proposition 2 of [1] is false. We give an example to show this and then prove a correct version of the same.
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1. INTRODUCTION

We find the following result in [1].

Proposition 2: If (X, d) is a generalized metric space which satisfies Axiom III, then the distance function is continuous. The purpose of this paper is to give an example to show that the above result is false and prove a correct version of the theorem.

2. MAIN RESULT

Definition 2.1: Let X be a nonempty set. A mapping d:X×X→R is called a generalized metric on X and (X, d) is called a generalized metric space (gms) if for all x, y ∈ X and all points u, v ∈ X distinct among themselves and each distinct from x and y,

(i) d(x, y) = 0 if and only if x = y
(ii) d(x, y) = d(y, x) ≥ 0
(iii)d(x, y)≤d(x, u) + d(u, v) + d(v, y).

Definition 2.2: Axiom III of [1]: A gms (X, d) is said to satisfy axiom III if to each pair of points x≠y in X there corresponds rx,y > 0 such that rx,y ≤ d(x, z) + d(y, z) for all z in X.

In [1] we find the following proposition:

If (X, d) is a gms which satisfies Axiom III, then the distance function is continuous.

To see that the proposition is false, consider the following example:
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Example 2.3: Let $X = \{0, 1, \frac{1}{2}, \frac{1}{3}, \ldots, \frac{1}{n}, \ldots\}$. On $X$ define $d(\frac{1}{m}, \frac{1}{n}) = 1$ for $m, n \in \mathbb{N}$ and $d(0, \frac{1}{m}) = \frac{1}{m}$ for $m \in \mathbb{N}$.

If $\{u, v\}$, $\{x, y\}$ are disjoint subsets of $X$ with $u \neq v$ then the sum $d(x, u) + d(u, v) + d(v, y) = 1$ if $x = 0$, $d(v, y) = 1$ if $u = 0$ and $d(x, y) = 1$ if $x \neq 0 \neq y$. It is clear that $(X, d)$ is a gms. It is also clear that a sequence converges to a non-zero element $c$ of $X$ if it has a tail $x_n, x_{n+1}, \ldots$ of whose terms are equal to $c$ while any other convergent sequence converges to $0$. The sequence $\{\frac{1}{n}\}$ converges to $0$, but it is not Cauchy. In this gms, the sequence $x_n = \frac{1}{n}$ and $y_n = \frac{1}{2n}$ both converge to 0 but $\lim d(x_n, y_n) = \neq d(0,0)$. Hence $d$ is not continuous. Since limits are unique in $(X, d)$, it is clear that $(X, d)$ satisfies Axiom III. However, the following modification of the proposition 2 of [1] is valid:

We make use of the following result from [1] in the following proof:

Proposition 1: In a semimetric space, Axiom III is equivalent to the assertion that limits are unique.

Proposition 2.4: Let $(X, d)$ be a gms. Then $d$ is continuous if and only if $(X, d)$ satisfies Axiom III and Cauchy sequences in $(X, d)$ are convergent.

Proof: Suppose $d$ is continuous. If $\lim d(x_n, x) = 0 = d(x_n, y)$, by continuity of $d$, we have $d(x_n, x_n) \rightarrow d(x, y)$. But $d(x_n, x_n) \rightarrow 0$. Hence $d(x, y) = 0$ and $x = y$. This proves uniqueness of limits. Hence $(X, d)$ satisfies Axiom III. We shall now prove that convergent sequences in $(X, d)$ are Cauchy. Let $\{x_n\}$ converges to $x$ in $(X, d)$. If all but finitely many terms of $\{x_n\}$ are different from $x$, let $\{x_{n_k}\}$ be the subsequence of $\{x_n\}$ formed by terms different from $x$. It will be proved that $\{x_{n_k}\}$ is Cauchy, if we prove that $\{x_{n_k}\}$ is Cauchy. No term of $\{x_{n_k}\}$ can repeat infinitely many times since each $x_{n_k}$ $\neq x$ and since limits are unique. Let $\{x_{n_k}\}$ be the subsequence formed by retaining the first occurrence of a term and by dropping all the subsequent repetitions of it. If we denote $x_{n_k}$ by $y_1$ then the $y_i$’s are pairwise distinct, different from $x$ and $\lim y_i = x$. If we prove that $\{y_i\}$ is a Cauchy sequence then it will be established that $\{x_{n_k}\}$ and hence $\{x_n\}$ is Cauchy.

Now $d(y_l, y_m) \leq d(y_l, x) + d(x, y_{m+1}) + d(y_{m+1}, y_m)$.

Since $y_i \rightarrow x$, there exists a positive integer $n_i$ such that $d(y_l, x) < \frac{\epsilon}{3}$, $d(x, y_{m+1}) < \frac{\epsilon}{3}$ for $l, m \geq n_i$. By the continuity of $d$, since $y_m \rightarrow x$ and $y_{m+1} \rightarrow x$, we have $\lim d(y_m, y_{m+1}) = 0$.

Hence there exists $n_2 \in \mathbb{N}$ such that $d(y_m, y_{m+1}) < \frac{\epsilon}{3}$ if $n \geq n_2$. Hence $d(y_l, y_m) < \epsilon$ for $l, m \geq \max\{n_i, n_2\}$. This proves that $\{y_i\}$ is a Cauchy sequence.

To prove the converse, suppose $(X, d)$ satisfies Axiom III and convergent sequences in $(X, d)$ are Cauchy.

Suppose $x_n \rightarrow x$, $y_n \rightarrow y$. We wish to prove that $d(x_n, y_n) \rightarrow d(x, y)$.

Case (i): Suppose $\{x_n\}$ and $\{y_n\}$ are eventually constant.

Since $(X, d)$ satisfies Axiom III, limits are unique and hence there exists $n_0$ such that $n \geq n_0$ implies $x_n = x$ and $y_n = y$ and, evidently, $d(x_n, y_n) \rightarrow d(x, y)$.

Case (ii): Suppose one of the sequences, say $\{x_n\}$, is eventually constant and the other $\{y_n\}$ is not eventually constant. There is no harm in assuming that $x_n = x$ for every $n$. We need to prove that $\lim d(x_n, y_n) = d(x, y)$. Since infinitely many $y_i$’s are different from $y$, we can remove all occurrences of $y$ from $\{y_n\}$ and still obtain an infinite subsequence $\{y_{n_k}\}$ of $\{y_n\}$. Since each $y_{n_k}$ is different from $y$ and since limits of sequences are unique, no term of $\{y_{n_k}\}$ can repeat infinitely often. In case of repetitions, let us retain the first occurrence and remove all the subsequent repetitions to obtain an infinite subsequence $\{y_{n_k}\}$ of $\{y_n\}$ such that no two terms of $\{y_{n_k}\}$ are equal. Proving that $\lim d(x_n, y_{n_k}) = d(x, y)$ is as good as proving that $\lim d(x_n, y_n) = d(x, y)$.

Denote $y_{n_k}$ by $z_j$.

$$d(x, y) \leq d(x, z_j) + d(z_j, z_{j+1}) + d(z_{j+1}, y).$$

Taking limits as $j \rightarrow \infty$, we obtain $d(x, y) \leq \lim \inf d(x, z_j)$. 
Also \(d(x, z_j) \leq d(x, y) + d(y, z_{j+1}) + d(z_{j+1}, z_j).\)

Taking limits as \(j \to \infty\), \(\limsup d(x, z_j) \leq d(x, y).\)

In deriving both the above inequalities, we have used the fact that \(\{z_j\}\) is Cauchy.

Hence \(\lim d(x, z_j) = d(x, y).\)

**Case (iii):** Suppose neither of the sequences \(\{x_n\}\) and \(\{y_n\}\) is eventually constant. As in case (ii) we may pass onto subsequences \(\{u_j\}\) and \(\{v_j\}\) of \(\{x_n\}\) and \(\{y_n\}\) respectively such that no \(u_j\) is \(x\), no \(v_j\) is \(y\) and no repetitions occur in \(\{u_j\}\) or \(\{v_j\}\).

\[d(x, y) \leq d(x, u_j) + d(u_j, v_j) + d(v_j, y).\]

Passing to limits, we obtain \(d(x, y) \leq \liminf d(u_j, v_j).\)

Also \(d(u_j, v_j) \leq d(u_j, x) + d(x, y) + d(y, v_j).\)

Passing to limits as \(j \to \infty\), we obtain \(\limsup d(u_j, v_j) \leq d(x, y).\)

Hence \(\lim d(u_j, v_j) = d(x, y).\)

This completes the proof of the theorem.

**Corollary 2.5:** If \((X, d)\) is a gms satisfying Axiom III then \((X, d)\) is ‘almost’ a metric space in the following sense:
\[d(a, b) \leq d(a, c) + d(c, b)\]
for all \(a, b \in X\) and for all limit points ‘c’ of \(X\).

**Proof:** We may assume \(c \neq a, c \neq b\). Let \(\{c_n\}\) be a sequence of distinct points of \(X\), each \(c_n\) different from \(c\) converging to \(c\). Then letting \(n \to \infty\) in the quadrilateral inequality
\[d(a, b) \leq d(a, c_n) + d(c_n, c_{n+1}) + d(c_{n+1}, b)\]
and using the continuity of \(d\), we get
\[d(a, b) \leq d(a, c) + d(c, b).\]
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