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ABSTRACT

The Shortest path problems are one of the network flow optimization problems with large number of applications in various fields. Conventional techniques cannot be used for solving the shortest paths in a large network as they are too slow and require large number of storage. Finding the multiple shortest path gives the optimal solution in case of any fault occurred in a single shortest path in the run-time dimension. The proposed algorithm uses the fuzzy, shortest path algorithm and widest shortest path algorithm to identify the multiple shortest paths. Increased reliability, high throughput and high packet delivery ratio are achieved using the proposed algorithm.
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1. INTRODUCTION

The shortest path problem is one of the most studied problems in the fields of network optimization. The main idea behind the shortest path problem is to find the path between the two nodes and optimize the path based on their time, distance and weight. The Shortest path is divided into two ways. They are single shortest path and multiple shortest paths. Multiple shortest paths are more efficient than a single shortest path. The multiple path routing has the benefits of fault tolerance, increased bandwidth; improved reliability, load balancing and quality of service [1]. Lots of approaches are developed to deal with the fuzzy shortest path problem [2-8].

The shortest path problems are handled with fuzzy numbers and are called as fuzzy shortest path algorithm. The shortest path in a network: discrete fuzzy shortest length method [9], Fuzzy shortest path problem as a bi-level programming model [10], uncertain environment [11], and fuzzy arc lengths[12], The Fuzzy Physarum algorithm is one of the biological inspired algorithm for the shortest path [13].

In the paper, framework is formulated for the multiple shortest paths using a combination of Fuzzy shortest path and widest shortest path algorithm. The framework consists of two phases; the first phase finds the multiple paths with less traffic using the fuzzy shortest path algorithm; the second phase finds the minimum hop count, increased bandwidth in the respective single path in the multiple paths using the widest shortest path algorithm. The benefits of the proposed framework easily reach the destination without loss of any information using the increased bandwidth, less traffic and less loss rate.

The rest of the paper is organized as follows. In Section 2, literature survey on the shortest path algorithm. Section 3 describes the proposed fuzzy shortest path problem and the widest shortest path algorithm. Demonstration of the proposed framework is given in the section 4. The concluding remarks are given in the Section 5.
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2. LITERATURE SURVEY

The solutions for the unconstrained shortest path are proposed in [14]. The solution involves splitting of algorithm into two sets. The first sets rely on the optimality principle and the second set decides the set with k-shortest paths. Dijkstra's and Bellman-Ford-Moore algorithms are used in the selecting the shortest path. The first set algorithm follows an optimality principle that tracks the shortest path which is defined by the shortest sub-paths. For the second set of algorithms, it forms a tree using the identified k-shortest paths.

The main idea of [15] is to translate the problem for one with two points, source and destination to a problem with one point. Path is found from the source to destination by finding a path from source to any node and then finding the shortest path from that node to destination. It is done by using the priority queue of paths. The breadth is used for the first search that contains zero edged paths that points itself and updates the list of the output paths repeatedly by removing the shortest paths. Then add the one edge extensions to the list of output paths of the priority queue. Binary heap for each vertex is constructed and the edges that do not follow the shortest path are listed and that are reached by following the shortest-path tree edges.

An equal cost multipath is proposed [16] for forwarding the packets in the multipath that possesses equal cost. The approach reduces load balancing of the multi-path routing by reducing itself to the shortest path. The reduction results in reducing the ability to decrease the congestion. The approach [17] uses ECMP, but it does not consider the cost of the multipath. Instead it floods the sampled traffic load information.

In [18] a multipath routing scheme the proposed is based on the open Shortest Path First Algorithm. The proposed algorithm finds the subset of the path that satisfies cyclic conditions. The router chooses the path to the next-hop considering the cost of the path between the next-hop the destination must be less than the cost of path from the router to destination. An efficient data structure is maintained in the router to calculate the alternate next-hops. All the packets are sent to the destination through the loop-free paths when the router routes the packet to the next-hop. Each router R maintains the shortest path d(R, X) from the router to the destination X. The advantage of maintaining the next-hop in the router helps in the speedy recovery in the case of link failure.

Yen [19] proposes an algorithm to find the acyclic path that have the shortest distance between the two nodes in a network. The advantage of this algorithm is its computational upper bound which increases linearly with the K value. The algorithm considers every node except the destination node in the shortest path and computes the alternate shortest paths from each node to the destination node. The rule is alternate node should not choose the node on the root path for transferring packets and also it should not choose the node that exists in the already chosen shortest path. When a new path is found, it remains as the second best shortest path. In this manner all the alternative paths are calculated from the each node and stored until the required number of K paths are achieved.

Hershberger et al. proposed [20] an algorithm to find the k-shortest acyclic paths based on the replacement paths. For some directed paths, replacement paths subroutine may fail, however it may be detected easily. The replacement path problem is to find the shortest path between the source and destination, in the each graph G with the edge removed for i=1, 2,…p. Problem arises when nodes of the path p are removed.

K-shortest path of QoS routing scheme is proposed [21] [22] for connection oriented networks. The algorithm determines one of all the k-best loop less paths. Dijkstra's algorithm is used in the construction of paths. Algorithm for both the hop-based and bandwidth based classes are proposed. Hop-based algorithm is implemented to the networks where frequent updation of link state information is not possible.

3. METHODOLOGY

The following two resource-oriented objectives for load balancing are defined.

Objective 1: The objective of the proposed routing method is to find out the multiple path selection using the Fuzzy logic operation. Multiple path selection is based on the less latency, loss rate and less traffic in their updated bandwidth.

Objective 2: Minimize the number of hops. The objective is needed because large number of hops in certain link disturbs the other path in the same link. A feasible path with minimal number of hop with maximum number of reservable bandwidth is selected using the widest shortest path algorithm. The objective 2 is used in the each single path in the obtained multiple paths.
3.1 Multiple-path selection algorithm:

Fuzzy logic operation is used to solve the multiple-path selection problem. First, link metrics of the respective network graph is updated after finding one path then move to the next path based on their graph. Multiple path selection is based on the less latency, less loss rate and less traffic. Taken this for consideration, correlation cost between links is introduced. Each link has a new cost with respect to their previous chosen path set $S$ called as correlation cost

$$\text{correlation cost} = \sum_{S \in S} C_r(L, S_i)$$

(1)

$$C_r(A, B) = \frac{\text{Cov}(A, B)}{\sqrt{\text{Var}(A) \cdot \text{Var}(B)}}$$

(2)

$$C_r(A, B) = \sum_{a \in A} \sum_{b \in B} \text{Cov}(a, b)$$

(3)

$A$ and $B$ are the two path in the defined network on the chip. The above equation (1) and (2) defines the correlated cost of the link $L = (i, j)$ with each chosen path $S$.

Then correlation cost is defined by below equation:

$$\cos t_r^L = \alpha \cdot \text{correlation} \cdot \cos t_s^L + \sum_{i \in \mathcal{R}} \alpha_i (i, j)$$

(4)

Where $i$ and $j$ defines the link between the correlation; $\mathcal{R}$ defines the traditional metrics; $\alpha$ and $\alpha_i$ are proper scaling factors to balance these metrics.
Multiple Shortest Path Algorithms

Step 1: Update the less bandwidth, less latency, less rate and less traffic of each link.

Step 2: Correlation cost for each link is calculated with respect to their previous chosen links.

Step 3: Calculate the cost function for each link using the combination of correlation cost and tradition metrics.

Step 4: Find the shortest path based on the new cost, less traffic rate using the fuzzy logic algorithm.

Step 5: Fuzzy logic algorithm computes all the possible path length based on the step 4 $F_i$ from $i = 1, 2, ..., n$ where $F_i = (a_i', b_i', c_i')$.

Step 6: Then initialize $F_{min} = (a, b, c) = F_i = (a_i', b_i', c_i')$.

Step 7: Initialize $i = 2$.

Step 8: Compute

$$b = \begin{cases} b & \text{if } b \leq a_i' \\ \frac{(b \times b_j') - (a \times a_i')}{(b \times b_j') - (a + a_i')} & \text{if } b > a_i' \end{cases}$$

$$a = \min(a, a_i')$$
Step 9: After computing the value of a and b. Set \( F_{\text{min}} = (a, b, c) \) as calculated in the previous steps.

Step 10: Then increment \( i = i + 1 \) till I value is less than \( n+1 \)

Step 11: If \( i > n + 1 \) then it again computes a and b value till it becomes greater value.

Step 12: if \( i \) becomes greater than \( n \), it stop the process and determines the routing path.

3.2 Widest shortest path algorithm:

Widest-shortest path is defined as a feasible path with the minimum hop count. If there is more than one path has the same minimum hop count value, the one with the maximum reservable bandwidth is selected.

Figure 3: Individual path with their hop count.

The objective of the Widest-shortest path algorithms is to select the shortest path based on the bandwidth constraints; number of hops. In the first stage, the shortest path between the source and destination is completed second stage, bandwidth is used to break the ties among the paths that have the same hop count, and the path that has the highest amount of available bandwidth is selected.

Widest Shortest Path algorithm

\[
\text{Widest\_shortest\_path}(G: \text{Graph}, s: \text{Node}, d: \text{Node}, d: \text{real}, j: \text{real}, b: \text{Node} \rightarrow \text{int})
\]

Step 1: \( r\_vec \leftarrow \text{Sorting} (L) \), sort it in decreasing order

Step 2: \( E \leftarrow \text{length of } r\_vec \), it represents the number of different link residual bandwidth

Step 3: for \( v \in V \) do

Step 4: \( N_v \leftarrow \left\lfloor \frac{(b(v) - b)}{L_{\max}} \right\rfloor \),

Step 5: \( \text{max\_hop} = \max (\text{max\_hop}, N_v) \)

Step 6: \( m \leftarrow \min (|V|, \text{max\_hop}) \) where \( |V| \) represents the number of nodes in \( G \)
Step 7: Initialize the single source \( (G, s, E, r_{vec}) \)

Step 8: for \( h \leftarrow 1 \) to \( m - 1 \) do, it represents the iteration over hop count

Step 9: for \( k \leftarrow 1 \) to \( E \) do, represents the iteration over different values of link residual bandwidth

Step 10: if \( (n_h \geq h) \) then, if \( h \) meets the hop count bound set by \( j \)

Step 11: for \( (u, v) \in L \) do, for all links in \( G \)

Step 12: Relax \( (u, k, l_k, h, N_v) \)

Step 13: if \( l_k (d) \leq d \) then

Step 14: return \( \pi_k \), it represents that path which is found

Step 15: return FALSE

Initialize-single-source \( (G, s, E, r_{vec}) \)

Step 1: for \( k \leftarrow 1 \) to \( E \), it represents iteration over different values of link residual bandwidth

Step 2: \( n_k \leftarrow \left[ \frac{r_{vec}[j] - b}{L_{max}} \right] \), it represents bound on hop count determined by \( j \)

Step 3: for \( v \in V \) do for all nodes in \( G \)

Step 4: \( l_k [v] \leftarrow \infty \), it represents for \( r = r_{vec}[k] \)

Step 5: \( \pi_k [v] \leftarrow NIL \)

Step 6: return

Relax \( (u, k, l_k, h, N_v) \)

Step 1: if \( N_v \leq h \) and \( R_{(u,v)} \geq r_{vec}[k] \) then

Step 2: if \( l_k [v] > l_k [u] + l_k (u, v) \) then

Step 3: \( l_k [v] \leftarrow l_k [u] + l_k (u, v) \)

Step 4: \( \pi_k [v] \leftarrow u \)

Step 5: return
4. EXPERIMENTAL RESULTS

The performance of the proposed shortest path methods is evaluated in accordance to the following metrics:

- Average Delay
- Packet loss
- Packet Delivery Ratio
- Throughput
- Overhead

**Average delay**

Average delay specifies how long a bit takes to reach another node or endpoint and it is measured by fraction of seconds. Formula for calculating Average delay is

$$Average\ Delay = \frac{\sum (\text{each data packet delay})}{\sum (\text{packet received})}$$

![Average Delay Graph](image)

The proposed method obtains less delay. The average delay report is showed in the figure 4.

**Packet loss**

It is the total number of packets that are transmitted by the sender and not received by the receiver. In other words, it is the difference between the total number of packets sent and total number of packets received.

![Packet Loss Graph](image)

The proposed method obtains less delay. The average delay report is showed in the figure 4.
The above figure shows the comparison of proposed algorithm’s packet loss with other algorithms. The proposed algorithm has the minimum packet loss when compared with other three algorithms.

**Overhead**

Control overhead defines as the number of control packets propagates throughout the networks by each node. It is measured by the following formula.

\[
\text{ControlOverhead} = \frac{\text{Number of Control Message Sent}}{\text{Number of Data Received}}
\]

![Overhead comparison](image)

**Figure 6: Overhead comparison.**

The Figure 6 shows the comparison of the overhead of various algorithms. The proposed algorithm has the minimum overhead when compared with other algorithms.

**Packet Delivery Ratio**

PDR is the ratio of actual number of packets delivered in the destination. The PDR is measured using following formula.

\[
PDR = \frac{\text{total number of packets received}}{\text{total number of packets sent}} \times 100
\]

The comparison result is shown in the figure and proposed algorithm has the highest packet delivery ratio.

**Throughput**

Throughput is defined as the number of packets delivered successfully in a given amount of time.

\[
\text{Throughput} = \frac{\text{total number of packets successfully delivered}}{\text{total time taken}}
\]

From the figure it is shown that the proposed method achieves high throughput value.

**5. CONCLUSION**

The shortest path from the source to destination in a network is needed. Combination of the Fuzzy shortest path and widest shortest path algorithm is proposed for the shortest path identification. Multiple shortest paths are more efficient than the single shortest path in case of the fault occurrences. Fuzzy shortest path algorithm finds multiple shortest paths and widest shortest path algorithms calculate minimum hop count and bandwidth for each path. Ranking is done with respect to the effectiveness of the path. The proposed algorithmic evaluated for the sample network and its reliability is proved in the experimental results. The proposed shortest path algorithm is compared with the KSLA, Fuzzy KSLA and Multipath PSO and ABC algorithms using the performance parameters such as average delay, packet loss, control overhead, packet delivery ratio and throughput.
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