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ABSTRACT 

This paper presents a concise tutorial on spectral clustering for trees which includes weighted tree and directed 

weighted tree. We show how to transform directed tree into corresponding undirected tree, therefore allowing a unified 

treatment to all cases.  
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1. INTRODUCTION: 

 

Spectral graph theory, a subtopic of Discrete Mathematics, has applications in many areas of knowledge such as 

Computer Science, Chemistry, Network design, Coding theory etc. One of the main applications of Spectral graph 

theory is in clustering of vertices. However clustering may be of any thing like data, nodes etc. Spectral clustering 

refers to a class of techniques which are based on the eigen structure of a similarity matrix of partition points into 

disjoint clusters. Points in the same cluster have high similarity and points in different clusters have low similarity. We 

can form clusters mainly by using K-means clustering and kernel K-means clustering. Many researchers are working 

for revealing the secret and power of spectral clustering, using eigenvectors of an affinity matrix induced from a graph 

to develop a natural grouping of the vertices. 

 

Dhillon[2007] considered an equivalence between the objective functions used in the seemingly different methods, 

spectral clustering and kernel K-means. In particular, general weighted kernel K-means objective is mathematically 

equivalent to a weighted graph clustering objective. He exploitrd this equivalence to develop a fast high-quality 

multilevel algorithm that directly optimizes various weighted graph clustering objectives. Xiang and Gong [2007] 

discussed two critical issues in spectral clustering (1) how to determine the number of clusters automatically and (2) 

how to perform effective clustering given noisy and sparse data. Luxburg and Belkin[2008] discussed the consistency 

of the popular family of spectral clustering algorithms for clustering the data with the help of eigenvectors of graph 

Laplacian matrices and also develop new methods to increase sample size. Pivovaro [2011] introduced a new fast 

algorithm for clustering and classification of large collections of text documents. This new algorithm employs and 

bipartite graph that realizes the word document matrix of the collection. 

 

In this paper result based on the node clustering of an undirected weighted tree proved. Further the same result is 

extended for a directed weighted tree.  

 

2. UNDIRECTED WEIGHTED TREE CLUSTERING: 

 

For the completeness of paper we introduce some concepts and terminologies. Here, � is the weighted tree and � is 

its affinity matrix. We can also denote � by ����. Following notations are used in this paper: 

 ����: Matrix of real numbers of order 	 � 
. �����: Binary matrix of order 	 � 
. �� 
�: Set of first 
 natural numbers i.e. ������� � � � 
� and 

���: Clustering of � nodes into � clusters. 

 

Definition: For a graph � � ��� �� with ��� � 	, a partition of � into � subsets, ��� ��� � � � �� such that � ! �" � # 

for $ % & and '   � � �, is a �-way partition of the nodes of the graph �. 

 

The algorithm for �-way partitioning of a graph is given as: 
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Step-1: Construct �-clusters of the vertices of the vertex set � arbitrarily. 

 

Step-2: Find the centroid for each cluster. 

 

Step-3: Determine the most similar vertices to the centroids and construct new clusters. 

 

Step-4: Repeat steps 2 and 3 until there is no change in centroids obtained in previous iteration and each node lies 

exactly in one cluster. 

 

Now we have the following theorem, 

 

Theorem: 2.1 Weighted tree node clustering is equivalent to the trace maximization problem of a symmetric matrix. 

  

Proof. Let � ( �)�)  be the symmetric affinity matrix induced from a weighted tree. By �-way partitioning of ���� we can find set of �-clusters ��� ��� � � � �� of � denoted by ���. Now we define general weighted association 

objective function of ��� i.e. 

  

   ��*++,-����� � �
� .  ��/� 0 ��1��2��2�

3��2� ,                                                                          (2.1) 

where 

 

    4$	
+�*� �� � .   (5�"(6 ��$� &�    

                                                            * and � are the clusters of the vertices of � and 4$	
+�*� �� denotes the sum of the edge weight between nodes in * 

and � and 7���� � .   (�8 7 , 7  is the sum of the weights of the edges incident on a node of the tree. 

 

Now we use the general weighted association objective function of ���. For this we have to maximize the inter cluster 

relationship i.e. 

 

   9:; <��*++,-=���>? � �
� .  ��/� 0 ��1��2��2�

3��2�                                                                    (2.2) 

 

Now we use @ � � partition matrix A to represent ���. Let A � �B�� B�� � � B��, where B� is a column vector for ��. 

Also B � �C�C�C� � � ���C�C� �C�, 1 is at the ith position if D ( � . 
 

We can rewrite 4$	
+���� ��� and 7���� as 

 

   4$	
+��� � ��� � B�E�B� 

 

   7���� � B�E#B�, 

 

where # ( ��)�) denotes a diagonal matrix with # �  associated with weight of D . Then equation(2.2) can be written 

as 

 

   FGB���*++,������ � �
� .  �/�� H2IJH2H2IKH2      (2.3) 

 

The details of reduction of equation(2.3) in the form of equation(2.4) are given in appendix-I. 

 

   FGB���*++,������ � FGB�LM� � �
� NO <PIJP

PIKP? 

 

    � �
� NO�AQE#R�S��#R�S�AQ�                                                                                       

(2.4) 

 

where, AQ ( ��)�� � P
�PPI�TSU denotes its orthonormal version. 

 

By relaxing the strict non-negativity constraints, that is allowing �V to contain negative values while preserving its 

orthonormality, according to the Ky Fan theorem [4], the global optimum of LM can be obtained by assigning  

 

     AW � X�� X�� XY Z � X��[, (2.5) 
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where X�� X�� XY Z � X� ( \)�� denotes the first � eigen vectors of #R�S��#R�S� and AW ( \)�� denotes a relaxed 

version of AQ  and [ ( ����  denotes an arbitrary orthonormal matrix. Hence, equation(2.5) present a solution for 

equation (2.4). 

 

3. DIRECTED WEIGHTED TREE CLUSTERING: 

 

In the previous section, we proved a result for undirected weighted tree clustering. Now, we extend it for clustering of 

nodes in a directed tree. The basic terminologies and notations have already been discussed in the previous section. 

Now we prove the following theorem  

 

 

 

Theorem 3.1 Directed weighted tree node clustering is equivalent to the trace maximization problem of a symmetric 

matrix.  

 

Proof: Let � ( ��)�) be the affinity matrix induced from a directed weighted graph, and #  and #] be diagonal 

weighted matrices associated with indegree and outdegree of vertices in ���� respectively. We define a diagonal 

weight matrix of ���� with 

 

    # ] � ^# #,       (3.1) 

 

Now, by �-way partitioning of ���� we can find set of �-clusters ��� ��� � � � �� of � denoted by ���. We use the 

general weighted association objective function of ���. For this we have to maximize the inter cluster relationship i.e 

  

    FGB���*++,-=���>�� � �
� .  �/�� 0 ��1��2��2�

3��2�  

 

                            _� �
� .  �/�� H2IJH2H2IK`aH2 

 

                             � �
� NO < PIJP

PIK`�P? 

 

                            _� �
� NO�AQE# ]R�S��# ]R�S�AQ� (3.2) 

 

Similarly for ���E�, we have  

 

  FGB <��*++,-=���>�? � �
� NO�AQE# ]R�S��E# ]R�S�AQ� (3.3) 

 

Adding equation's (3.2)and (3.3), we get  

 

  FGB�L� � �
� NO bAQE# ]

RTU�� c �E�# ]
RTUAQd,                                                                     (3.4)         

 which is the trace maximization problem of a symmetric matrix # ]R�S��� c �E�# ]R�S�
.   
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Appendix-I 

 

     .  �/�� H2IJH2H2IKH2 � HTIJHTHTIeHT c HUIJHUHUIeHU c f H8IJH8H8IeH8  

 

Where,_
 

     B� � B�� g� B��� Z � gB���,     � � h7�� 7�� ZZ Z Z7�� 7�� Z___7��Z7��
i    e � he�� C ZZ Z ZC C Z____ CZe��

i 
 

j _
�/�

�
B�E�B�B�E#B� � k. . B� � /��"/� 7 "B�"l. B� � /� e  B� � c k. . B� � /��"/� 7 "B�"l. B� � /� e  B� � c fc k. . B� � /��"/� 7 "B�"l. B� � /� e  B� �  

 

                        � FGB mNOG-n <PIJP
PIeP?o, 

Where, 

 

              A � B�� B�_� Z � B�� 
 

************ 


