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ABSTRACT 

In this paper, a new modified BFGS Quasi-Newton is presented for unconstrained optimization problems. Under some 

mild conditions, the global convergence of modified Quasi-Newton method is obtained with the Wolfe line search. 
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1. INTRODUCTION 
Quasi-Newton method is one of the most effective methods for solving the following unconstrained optimization 
problem: 

                              ( )min
nx R

f x
∈

                                                 (1.1) 

where nR  denotes an n-dimensional Euclidean space and : nf R R→ is a smooth and nonlinear function. 

Throughout the paper, we assume that ⋅  denotes the 

Euclidean norm, if kx is the current iterate, we denote ( ) k
kf x f , ( )∇ 

k
kf x g , 2 ( )∇ 

k
kf x G  and *

*( ) f x f , 

respectively. Solving (1.1) by means of the following iteration methods: 

1k k k
kx x dα+ = +      0,1, 2 ,= k           

Where kα is a stepsize, kd is a descent direction of ( )f x  at kx  is a step size. 

The first quasi-Newton algorithm was proposed by W.C. Davidon [1] and modified by Fletcher and Powell[2]. 
Newton's method assumes that the function can be locally approximated as a quadratic in the region around the 
optimum, and uses the first and second derivatives to find the stationary point. In quasi-Newton methods the Hessian 
matrix of second derivatives of the function to be minimized does not need to be computed. The Hessian is updated by 
analyzing successive gradient vectors instead. Since second derivatives are not required, quasi-Newton methods are 
sometimes more efficient than Newton’s method. Because the BFGS algorithm is generally considered to be the most 
effective iterative method, it is a topic of many active researches [3-7], The search direction of the BFGS algorithm is 
determined as follows: 
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      ( 1),k k k

d B g
d B g k

= −
 = − ≥

 

 0B  is any given n × n symmetric positive definite matrix, kB  is update by 

1 ,k

T T
k k k k k

k k T T
k k k k k

B s s B y yB B
s B s y s+ = − +

 

where 1k k ks x x+= − , 1k k ky g g+= − . As we know, the BFGS update only exploits the gradient information, while 

the function values available are neglected. Hence, many efficient attempts have been made to modify the usual 
quasi-Newton methods using both the gradient and function value information (e.g. [5,6]). Lately, in order to get a 
higher order accuracy in approximating the Hessian matrix of objective function, Wei, Li, and Qi (see [7]) proposed a 
modified BFGS-type method for the solution of (1.1).  
 
In this paper, put forwards a kind of more general improved Quasi-Newton equation. It extends the existed results and 
brings out an improved BFGS method correspondence as follows: 

* *

1 * ,  k k

T T
k k k k

k k T T
k k k k k

B s s B y y
B B

s B s y s+ = − +                                                              (1.2) 

[ ]1
1 ,k k k k k k

k

y g g A sθ
γ

∗
+= − +                                                                 (1.3)                            

1 1

2

2 ( ) ( ) ( ) ( )
, 

Tk k k k
k

k
k

f x f x g x g x s
A

s

+ +   − + +   =
                                           (1.4) 

where 
,k kγ θ

 are nonnegative scalar, satisfying 1k

T T
k k k ks G s s y∗
+ =

 and 

1 1( 1) 2( 1)( )T T
k k k k k k k kg s f f g sθ γ + +− = − − − . The Wolfe line search is proposed for the modified BFGS 

Quasi-Newton method. Under some mild conditions, the Wolfe line search can guarantee the global convergence of 
modified Quasi-Newton method. 
 
The organization of this paper is as follows. The algorithm is presented in Section 2. In Sections 3 the global 
convergence is analyzed. 

 
2. DESCRIPTION OF ALGORITHM 
Based on (1.2), we state the modified BFGS algorithm as follows. 
 
Algorithm A: 

Step 0: Choose 0 ∈ nx R , an initial positive matrix 0B , 0ε∀ > . Let : 0=k . 

Step 1: If || ||kg ε≤  then STOP else go to Step 2. 

Step 2: For given kx  and kB , calculate the search direction kd  by k
k kB d g= − . 
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Step 3: Compute steplength kα  by Wolfe line search 

( ) ( )α δα+ − ≤k k k T k
k k kf x d f x g d ,                                                           (2.1) 

( )k k T k T k
k kg x d d g dα σ+ ≥ ,                                                                 (2.2) 

where , (0,1)δ σ ∈ .  

Step 4: Let 1 α+ = +k k k
kx x d , update 1kB + by formula (1.2). 

Step 5: Set : 1k k= +  go to step 1. 
 
3. GLOBAL CONVERGENCE OF ALGORITHM 
In this section, we discuss the global convergence behavior of Algorithm A. Firstly, we make the following 
assumptions. 

H 3.1 The objective function ( )f x  is twice continuously differentiable. on nR . 

H 3.2 The gradient ( )g x  of ( )f x  is Lipschitz continuous on an open convex set U that contains the level set 

0
0 { | ( ) ( )}= ∈ ≤nL x R f x f x  with 0x being given, i.e., there exists 0>L such that 

, ,( ) ( ) .x g y L x y x y Ug − ≤ − ∀ ∈   

 
H 3.3 The function f in (1.1) is uniformly convex, i.e., there exist two positive constants m M≤ such 

that
2 2( ) ,  T nm z z G x z M z z R≤ ≤ ∀ ∈ , where 0x L∈ , 2 ( ) ( )f x G x∇ = . 

Lemma3.1 [5]: The sequence { }kx generated by Algorithm A, There exist constant 1 20, 0m m> >  such that
                  

2

1 2,   .
T

kk k
T T
k k k k

ys y m m
s s y s

∗∗

∗≥ ≤                                                                     (3.1) 

Hence, for any (0,1)p∈ , there exist positive constants 1 2 3, , 0β β β ≥ , for any 1k ≥ , such that the following 

inequality:  

22 3
2 3

1

,     ,T
k j j j j j j js s B s s B s sββ β

β
≤ ≤ ≤                                                (3.2) 

holds for at least [ ]pk  values of [1, ]j k∈ . 

Lemma3.2: Suppose that assumptions H3.1–H3.3 hold, the sequence { }kx generated by Algorithm A, 

then
0

T
k k

k
g s

∞

=

− < +∞∑  is hold.  

Proof: From the Assumptions, it is easy obtain  

( ) ( )[ ] +∞<−∑
∞

=
+

0
1

k
kk xfxf

 

Together with formula (2.1) ( ) ( )α δα+ − ≤k k k T k
k k kf x d f x g d , the result is obtained. 
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Consequently, according to the assumptions H3.1–H3.3 and Lemma 3.2, it is easy to see, for every k, that the line 
search at Step3 is always successful. Thereby, it is known that Algorithm A is well-defined. 

Theorem 3.1: If the assumptions H3.1–H3.3 hold, the sequence { }kx generated by Algorithm A, then, 

lim inf 0.kk
g

→∞
=  

Proof: Suppose that the desired conclusion is false, i.e. lim inf 0.kk
g

→∞
≥  There exists a positive constant 0ε >  

such that 

0, 1, 2,3...kg kε≥ > =  

From Lemma 3.1 and k k k kB s gα= − we know that for any integer 1k ≥  

0

T T
k k k k

k k K
g s g s

∞

= ∈

+∞ > − ≥ −∑ ∑ T k k
k

k K k

gg
B

α
∈

= ⋅∑
2

2
2 2

T
k k k k

k k
k K k k k

s s B sg
B s s

α
∈

= ∑  

       

2 2 2
1 2 3( ) ,

k K
aε β β β −

∈

≥ = +∞∑  

which contradicts Lemma3.2. Therefore, lim inf 0.kk
g

→∞
=  
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