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ABSTRACT 
A new family of methods of third order is developed. Starting with a suitably chosen 0x , the methods generate a 
sequence of iterates converging to the root. The efficacy of the methods is investigated with a number of numerical 
examples. It is observed that our method takes less number of iterations than Newton’s method and some known third-
order methods. 
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1. INTRODUCTION 
 
As the nonlinear equations frequently arise in applied mathematics and engineering, so it is significant to find robust 
and efficient methods in the case of finding their roots. 
   
Newton's method which is a well-known iterative method for finding simple root, say α , as follows 
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We here remark that this method shows a quadratic convergence behavior in a suitable neighborhood containingα . 
 
In literature, several variants of the third-order methods have been introduced. For instance, Kou’s third-order method 
[1] as follows 
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and so-called Newton Steffensen method [2] as  
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For further methods, the interested reader is referred to [3-8] and the references therein. This contribution is structured 
as follows. General iterative schemes of root-finders have been proposed and analyzed in Section 2. Numerical 
examples are given in Section 3. Finally, Section 4 is devoted to the concluding comments. 
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2. DERIVATION OF METHOD AND CONVERGENCE ANALYSIS 
 
To illustrate the idea of the present paper, we take into account the following general iteration scheme: 
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and 
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is a (real valued) weight functions to be determined such that iterative method defined by (3) and (4) 

have a three order of convergence. 
 
In fact, it is proven below that how we can obtain third-order family of methods from (2). 
 
Theorem 1: Let Iα ∈  be a simple zero of a sufficiently differentiable function :f I →   for an open interval, which 
contains 0x as an initial approximation ofα . If ( )nH t  satisfies the conditions: 
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then the class of methods defined by (3) and (4) can be of third-order convergence. 
 
Proof: If Iα ∈ is the root and ne  is the error at n th iteration, then n ne x α= −

 

using Taylors expansion, we have 
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Furthermore, using (5), (6) and (4), we obtain 
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Again by Taylor’s series expanding around the simple root of (7), we have 
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Now from (5)-(8) and (3) and by the aid of symbolic computation in Maple, we have the following general error 
equation 
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and 
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This shows that to make the third-order of convergence for Iterative schemes (3), (4), weight functions should be 
chosen as follows 
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                                                                                                                                                     (10) 

 
Thus using (9), we attain the following error equation of scheme (3), (4): 
 

3
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This reveals the third-order convergence of our suggested class, and concludes the proof. 
 
As can be observed from the iteration (10), iterative schemes (3) and (4) introduce a general class of third-order 
methods. By way of illustration let us look at two following cases that can be derived immediately. 
 

Case 1: By choosing 1m =  and 1 1( ) ,
2 2

H t t= + which satisfy (10), a new third-order method is given by 
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Case 2: By choosing 1m = −  and 1 1( ) ,
2 2

H t t= −  which satisfy (10), a new third-order method is given by 
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Per iteration of above methods requires two evaluations of the function and one of its derivatives. In terms of 
computational point of view, if we consider the definition of efficiency index in [4] as 1/ ,dp  where p  is the order of the 

method and d  is the number of functional evaluations, the efficiency index of our class (3) and (4) is 1/33 1.4422,≈  
which is better than that of Newton's method 1/22 1.4142≈ . 
 
3. NUMERICAL EXAMPLES 
 
The main goal of this section is a comparison of the new methods (11) (NM1) and (12) (NM2). But before that, let us 
mention some known root-solvers as follows. 
 
Chun’s method [5] (CM): 
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The iteration scheme called Chebyshev’s method [6] (CH): 
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Table 1: Comparison of various third-order convergent iterative methods 

 
 IT NFE f(xIT) 

1 0, 1.27f x =   
NM 5 10 2.1e-41 
CM 4 12 20e-10 
CH 4 12 3.0e-35 
HM 3 9 1.2e-19 
NM1 3 9 1.7e-33 
NM2 3 9 2.4e-26 

2 0, 2.0f x =   
NM 6 12 2.7e-16 
CM 5 15 6.9e-42 
CH 5 15 4.1e-31 
HM 4 12 2.0e-34 
NM1 4 12 5.4e-46 
NM2 4 12 6.7e-36 

3 0, 2.5f x =   
NM 6 12 9.1e-28 
CM 5 15 3.6e-34 
CH 4 12 7.1e-24 
HM 5 15 9.3e-43 
NM1 4 12 3.3e-39 
NM2 3 9 2.2e-19 

4 0, 1.7f x =   
NM 5 10 1.8e-16 
CM 4 12 5.3e-28 
CH 4 12 6.3e-24 
HM 4 12 1.9e-30 
NM1 4 12 2.3e-16 
NM2 3 9 3.9e-42 

5 0, 1.27f x =   
NM 7 14 4.3e-29 
CM 5 15 2.7e-29 
CH 5 15 8.4e-32 
HM 4 12 6.7e-26 
NM1 4 12 3.5e-27 
NM2 4 12 3.6e-23 

 
 
And the scheme called Halley’s method [7] (HM): 
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Also Newton method (NM) (1) is included to the compared methods. 
 
The test instances in this case are given as follows: 
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Moreover, all numerical computations in Table 1, have been carried out via Maple13 with 64 digit floating point 
arithmetic (Digits: = 64) by using the stopping criteria of 15( ) 10 .nf x −<

 
 
In Table 1, (IT) stands for the number of iterations the number of functional evaluations; (NFE) stands for needed 
number of functional evaluations to reach the desire accuracy. Table 1 shows that our method takes less number of 
iterations in comparison with other methods. 
 
4. CONCLUSION 
 
In this paper, we have constructed an iterative family of methods for solving nonlinear equations. The class is also free 
from second order derivative. It has been shown by illustration that the proposed third order family of methods can be 
effectively used for solving nonlinear equations.    
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