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ABSTRACT 
In the area of data mining, data preparation is one of the fundamental stage. If there is any missing value in the existing 
record, it makes hard the data preparation and analysis. Whereas, Data preparation and preprocessing, is an established 
key pre-requisite of successful data mining with its aim to discover and explore something new form the recorded 
available facts in a specific database. To overcome the hardship, problem and situation, certain statistical methods and 
techniques are to be employed during the data preparation. There after we can recover its incompleteness or missing data 
and reduce ambiguities. In this paper, we introduced a method by which missing attributes values are replaced by the best 
and closest fit values. 
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1. INTRODUCTION 

 
Missing values in database is one of the biggest problems faced by researcher in data analysis and further mining 
applications. This missing values problem provoked imbalanced databases. The effects of these missing values are 
reflected on the final results. Our prime goal is to achieve the final result in the consolidated form on which we are taking 
decision. 
 
In this study, a statistical method is discussed which provides an approach to find out pattern to recover or generate 
missing values from a real imbalanced database with massive missing values. Therefore, the objective of this method is to 
recover or generate the best fitted value for the missing value and select records completely filled for further applications. 
 
The function of statistical methods has gained stuff in exploring estimation and prediction techniques. Wilks[17] is the 
pioneer statistician, who has considered estimation of parameters of a normal univariate and bivariate population with 
missing values. Buck [3] suggested estimation of missing values for use with an electronic computer. Kim and Curry [10] 
considered the treatment of missing data in their analysis. Rubin [13, 14] explored about inference and missing data and 
multiple imputations for non-response in the survey. Allison [1, 2] investigated estimates of linear models with incomplete 
data and on missing data. Smyth [16] and Zhang et. al [18] have considered that data preparation is a fundamental stage of 
data analysis. Chen et. al [4] studied and discussed about multiple imputation for missing ordinal data. Qin [12] 
considered the semi-parametric optimization for missing data imputation. Gaur and Dulawat[6,7] discussed various 
algorithms which are useful for estimation of missing values also gave univariate analysis by using mean value at the 
place of missing values for data preparation. 
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Clark et. al [5] proposed a simplest method to handle missing attributes values in which they replaced such values by the 
most common value in the attribute. Kononenko et al. [11] suggest that the most common values of the attribute restricted 
to the concept is used instead of the  most common values for all cases. Gyzymala-Busse [8, 9] give idea that every 
missing attributes values is replaced by all possible known values. Sharma and Gaur [15] extending the study of closest fit 
method with gradient middling approach. They also provided global closest fit and concept closest fit method for missing 
attribute values. The objective of proposed study is to determine the statistical technique which may be significant in the 
handling of missing attribute values in data mining. 
 
2. FORMULATION OF PROBLEM 
 
The proposed method is based on replacing missing attribute values by the estimated values. The method is suitable for 
numerical attributes. The method is search of closest fit value which is near to the mean of the attribute and closest to the 
value of just preceding and succeeding value of the missing values. 
 
In the process of estimation of missing value, we first find out the mean of the attribute with missing values case. The 
sample mean of the attribute is the most important and often used single statistics is defined as the sum of all the sample 
values divided by the number of observation in the attribute/ sample and is defined as 

 
 

Where  is the mean of the observed values and i is the subscript of attribute X.  The mean value is basically calculated by 
the observed values therefore; here we denote this value as 

 
 
Here k is the total number of observed values in the attribute 
 
The next stage gets involved in the search of missing case in the attribute. The missing value case is pointed by the 
subscript of the attribute and denoted by the variable . After pointing missing value case, we have to record the 
preceding value  and succeeding value  from the missing value subscript . 

 
 

Where  
 
At the next stage, after recording the value of just preceding value  and and succeeding value (  of the missing 
value subscript, we compute the average of both values ). 

 
 

Now at the next stage, we have to check the positional value of missing value, and find out that, missing value position is 
either greater than or lesser than the mid value. 
count =mid 
  
If count  is less then equal to mid then count the positional value of  ( , now we compute the deviation of missing 
value from mid, and then subtract the count ) from mid. 

 
 
dv = mid -  

 
The deviation value dv is count by subtracting ( ) from the mid. After that, we compute the ration deviation according 
the percentage balance which is decided according to the value in the attribute. 

 
 
At the next, we compute percentage deviation ( ) by subtracting ( ) from 100. 
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After recording percentage deviation ( ) we have computed mean percentage deviation . 

= ( ) 
   

If count ( ) is greater then equal to mid then count the ( ), then we compute the deviation of missing value by help of 
mid in following manner. 

) 
 

 
 

 
 

 
 

 
 
For calculating final estimated value, we get average value of  and . 

 
=((         

 
 
 
 
                                                                                                           

  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
3. ALGORITHM 

 
Read X = { , } 

 Where X =  
                              // Attribute values observed 

                            // Attribute values missing 
Calculate                                   // Calculation of mean of observed values 

Read                     X = { }                                  // Attribute with observed and missing 
values 
 
                               For i=1to n, do 
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 If (value ( )) == NULL) then 
                                          // Value of preceding of  
                                         // Value of succeeding of  
                                     // Average of preceding and succeeding 
Calculate mid                           // Calculation of mid value by binary method of data structure 

 
If (count ( ) <=mid) // Note: - mid is the center value of array. 
 { 
                                                     // Position of missing value 
                                                      // deviation (distance from mid value) 
                                                             // Ratio deviation 
                                                     // Percentage deviation 
                                            // mean 
 } 
else 
 { 
  
                
  

   
   
  } 
    
                     value ( ) =  ,  
                     , 
                   repeat Until (i>=n), 
                  Stop. 
 
4. DISCUSSION OF RESULTS 
 
In the Table-A shows the world wide emission of carbon dioxide ( ) from the consumption of Coal, Oil and Natural 
Gas respectively for the years 1960 to 2009 are given. The mean emission of carbon dioxide ( ) due to Coal, Oil and 
Natural Gas are 2109, 2262 and 879 respectively. 
 
Table-B shows the variables with observed and missing values. Here 15 % of the values are missing in the random manner 
for all the variables from Table-A. The means calculated from incomplete data sets are 2101 for Coal, 2231 for Oil and 
877 for Natural Gas. It is observed that mean values of incomplete data sets of Table-B are slightly lower than the mean 
values from all the three variables of Table-A. 
 
The proposed deviation ratio balance method is applied on the data sets of Table-B to fill up the missing values. The 
outcome of value are shown in Table-C for all three variables which are highlighted by underline. Further, it is observed 
that the mean values obtained after replacing the missing values by the estimated  values in Table-C are quite close to the 
actual mean as given in Table-A. 
 
5. CONCLUSION 
 
It is quite obvious that, there is no fully perfect technique for handling missing attribute values. The proposed is useful for 
numerical attribute, having good estimated values near to the mean .This method is suitable for the consolidated report 
which is generated from the database. Consequently, it is observed that techniques for handling of missing attribute values 
should be chosen individually or based on the nature and type of data. 
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  Table–A    Table-B    Table-C  
    Natural     Natural     Natural 

Year  Coal Oil Gas  Year Coal Oil Gas  Year Coal Oil Gas 
 Million Tons of Carbon   Million Tons of Carbon   Million Tons of Carbon 

1960  1,410 849 235  1960 1,410 849 235  1960 1,410 849 235 
1961  1,349 904 254  1961 1,349 904 254  1961 1,349 904 254 
1962  1,351 980 277  1962 1,351 980 277  1962 1,351 980 277 
1963  1,396 1,052 300  1963  1,052   1963 1,052 1,305 405 
1964  1,435 1,137 328  1964 1,435 1,137 328  1964 1,435 1,137 328 
1965  1,460 1,219 351  1965 1,460 1,219 351  1965 1,460 1,219 351 
1966  1,478 1,323 380  1966 1,478 1,323 380  1966 1,478 1,323 380 
1967  1,448 1,423 410  1967 1,448  410  1967 1,448 410 1,454 
1968  1,448 1,551 446  1968 1,448 1,551   1968 1,448 1,551 514 
1969  1,486 1,673 487  1969 1,486 1,673 487  1969 1,486 1,673 487 
1970  1,556 1,839 516  1970  1,839 516  1970 1,839 1,517 516 
1971  1,559 1,946 554  1971 1,559 1,946 554  1971 1,559 1,946 554 
1972  1,576 2,055 583  1972 1,576 2,055 583  1972 1,576 2,055 583 
1973  1,581 2,240 608  1973 1,581 2,240 608  1973 1,581 2,240 608 
1974  1,579 2,244 618  1974 1,579 2,244   1974 1,579 2,244 659 
1975  1,673 2,131 623  1975 1,673 2,131 623  1975 1,673 2,131 623 
1976  1,710 2,313 650  1976 1,710 2,313 650  1976 1,710 2,313 650 
1977  1,766 2,395 649  1977 1,766  649  1977 1,766 649 2,135 
1978  1,793 2,392 677  1978 1,793 2,392 677  1978 1,793 2,392 677 
1979  1,887 2,544 719  1979  2,544 719  1979 2,544 1,880 719 
1980  1,947 2,422 740  1980 1,947 2,422 740  1980 1,947 2,422 740 
1981  1,921 2,289 756  1981 1,921  756  1981 1,921 756 2,203 
1982  1,992 2,196 746  1982 1,992 2,196 746  1982 1,992 2,196 746 
1983  1,995 2,177 745  1983 1,995 2,177   1983 1,995 2,177 777 
1984  2,094 2,202 808  1984  2,202 808  1984 2,202 2,116 808 
1985  2,237 2,182 836  1985 2,237 2,182 836  1985 2,237 2,182 836 
1986  2,300 2,290 830  1986 2,300  830  1986 2,300 830 2,242 
1987  2,364 2,302 893  1987 2,364 2,302 893  1987 2,364 2,302 893 
1988  2,414 2,408 936  1988 2,414 2,408 936  1988 2,414 2,408 936 
1989  2,457 2,455 972  1989 2,457    1989 2,457 2,454 973 
1990  2,409 2,517 1,026  1990 2,409 2,517 1,026  1990 2,409 2,517 1,026 
1991  2,341 2,627 1,069  1991  2,627 1,069  1991 2,627 2,379 1,069 
1992  2,318 2,506 1,101  1992 2,318 2,506 1,101  1992 2,318 2,506 1,101 
1993  2,265 2,537 1,119  1993 2,265 2,537 1,119  1993 2,265 2,537 1,119 
1994  2,331 2,562 1,132  1994 2,331 2,562 1,132  1994 2,331 2,562 1,132 
1995  2,414 2,586 1,153  1995 2,414    1995 2,414 2,657 1,147 
1996  2,451 2,624 1,208  1996  2,624 1,208  1996 2,624 2,526 1,208 
1997  2,480 2,707 1,211  1997 2,480 2,707 1,211  1997 2,480 2,707 1,211 
1998  2,376 2,763 1,245  1998 2,376 2,763 1,245  1998 2,376 2,763 1,245 
1999  2,329 2,716 1,272  1999 2,329 2,716 1,272  1999 2,329 2,716 1,272 
2000  2,342 2,831 1,291  2000 2,342 2,831 1,291  2000 2,342 2,831 1,291 
2001  2,460 2,842 1,314  2001   1,314  2001 2,614 1,314 2,907 
2002  2,487 2,819 1,349  2002 2,487 2,819   2002 2,487 2,819 1,166 
2003  2,638 2,928 1,399  2003 2,638 2,928 1,399  2003 2,638 2,928 1,399 
2004  2,850 3,032 1,436  2004 2,850 3,032 1,436  2004 2,850 3,032 1,436 
2005  3,032 3,079 1,479  2005  3,079 1,479  2005 3,079 3,002 1,479 
2006  3,193 3,092 1,527  2006 3,193  1,527  2006 3,193 1,527 3,147 
2007  3,295 3,087 1,551  2007 3,295 3,087   2007 3,295 3,087 1,236 
2008  3,401 3,079 1,589  2008 3,401 3,079 1,589  2008 3,401 3,079 1,589 
2009  3,393 3,019 1,552  2009 3,393 3,019 1,552  2009 3,393 3,019 1,552 
Mean 2,109 2,262 879  Mean 2,101 2,231 877  Mean 2,105 2,246 879 
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Source: www.earth-policy.org 
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