## International Journal of Mathematical Archive-6(2), 2015, 22-26

 IMA Available online through www.ijma.info ISSN 2229-5046
## APPLICATIONS OF MATRICES

P. S. Balaram<br>Faculty of Management Studies, Aditya P.G. College, Kakinada-(A.P.), India.<br>P.S.S. R. Sujatha*<br>Faculty of Mathematics, Sri Aditya Engineering College, Surampalem-(A.P.), India.

(Received On: 19-01-15; Revised \& Accepted On: 11-02-15)


#### Abstract

Generally Matrices have many applications in the solution of a system of equations, graph theory, operations research, statistics, etc.

In this paper some real life examples on matrices such as product of matrices, determinant of matrices and transition matrix of the Markov chain are discussing below.


## BASIC RULES

1. Let $A=\left[a_{i k}\right]_{m \times n}$ and $B=\left[b_{k j}\right]_{n \times p}$.

Then the product AB is defined as the $\mathrm{m} \times \mathrm{p}$ matrix $C=\left[c_{i j}\right]_{m \times p}$
where $c_{i j}=a_{i 1} b_{1 j}+a_{i 2} b_{2 j}+\cdots+a_{i n} b_{n j}=\sum_{k=1}^{n} a_{i k} b_{k j}$.
i.e. $A B=\left[\sum_{k=1}^{n} a_{i k} b_{k j}\right]_{m \times p}$
2. In general, $A B \neq B A$.
i.e. matrix multiplication is not commutative.
3. A square matrix $A$ of order $n$ is said to be non-singular or invertible if and only if there exists a square matrix $B$ such that $\mathrm{AB}=\mathrm{BA}=\mathrm{I}$.
The matrix B is called the multiplicative inverse of A , denoted by $A^{-1}$ i.e. $\quad A A^{-1}=A^{-1} A=I$.
4. Let $A=\left[a_{i j}\right]$ be a square matrix of order n . The determinant of $\mathrm{A}, \operatorname{det} \mathrm{A}$ or $|\mathrm{A}|$ is defined as follows:
(a) If $\mathrm{n}=2, \operatorname{det} A=\left|\begin{array}{ll}a_{11} & a_{12} \\ a_{21} & a_{22}\end{array}\right|=a_{11} a_{22}-a_{12} a_{21}$
(b) If n=3, det $A=\left|\begin{array}{lll}a_{11} & a_{12} & a_{13} \\ a_{21} & a_{22} & a_{23} \\ a_{31} & a_{32} & a_{33}\end{array}\right|$
or $\operatorname{det} A=a_{11} a_{22} a_{33}+a_{21} a_{32} a_{13}+a_{31} a_{12} a_{23}-a_{31} a_{22} a_{13}-a_{32} a_{23} a_{11}-a_{33} a_{21} a_{12}$
5. Let A be a square matrix. If $\operatorname{det} \mathrm{A} \neq 0$, then A is non-singular and $A^{-1}=\frac{1}{\operatorname{det} A}(\operatorname{adjA})$.
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Example 1: Let us denote $\mathrm{P}_{1}$ and $\mathrm{P}_{2}$ as B.P. patients and Sugar patients, S and H represent Sweet and Hot and $\mathrm{S}_{1}$ and $\mathrm{S}_{2}$ represent sugar and salt. Consider the following table, in which 1 represents that $P_{i}$ can eat $S_{i}$ and 0 represents that $P_{i}$ cannot eat $\mathrm{S}_{\mathrm{i}}$.Also, table-1 represents the patients can take the ingredients and table-2 represents the ingredients can be used in the items.

|  | $\mathrm{S}_{1}$ | $\mathrm{~S}_{2}$ |
| :---: | :---: | :---: |
| $\mathrm{P}_{1}$ | 1 | 0 |
| $\mathrm{P}_{2}$ | 0 | 1 |



Now we can represent the above 2 tables in the following two matrices in which we put $\mathrm{a}_{\mathrm{ij}}=1$ if $\mathrm{i}^{\text {th }}$ person eat $\mathrm{j}^{\text {th }}$ ingredient in the first matrix and $\mathrm{b}_{\mathrm{ij}}=1$ if $\mathrm{i}^{\text {th }}$ ingredient is used in $\mathrm{j}^{\text {th }}$ item.
$A=\left[\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right]$ and $B=\left[\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right]$
Hence $A B=\left[\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right]$, which concludes that the Sugar patients cannot eat sugar and B.P patients cannot eat salt.
Example 2: Let $\mathrm{A}_{1}, \mathrm{~A}_{2}, \mathrm{~A}_{3}$ denote three people to buy Pens, Pencils, Books, and Erasers. Each of them requires these things in different amounts and will buy in three shops $S_{1}, S_{2}, S_{3}$. Now the question is which shop is the best for every person $\mathrm{A}_{1}, \mathrm{~A}_{2}, \mathrm{~A}_{3}$ to pay the least cost?

The following 2 tables gives the individual prices and the required commodities of the product.

| Persons/Products | Pens | Pencils | Books | Erasers |
| :---: | :---: | :---: | :---: | :---: |
| $\mathrm{A}_{1}$ | 3 | 4 | 2 | 2 |
| $\mathrm{~A}_{2}$ | 2 | 3 | 4 | 2 |
| $\mathrm{~A}_{3}$ | 4 | 3 | 2 | 1 |


| Products/Shops | $\mathrm{S}_{1}$ | $\mathrm{~S}_{2}$ | $\mathrm{~S}_{3}$ |
| :---: | :---: | :---: | :---: |
| Pens | 2.00 | 2.50 | 1.50 |
| Pencils | 2.00 | 2.00 | 2.50 |
| Books | 10.00 | 12.00 | 11.00 |
| Erasers | 1.00 | 1.50 | 1.50 |

The amount paid by $\mathrm{A}_{1}$ in the shop $\mathrm{S}_{1}$ is $3(2)+4(2)+2(10)+2(1)=36$
The amount paid by $\mathrm{A}_{1}$ in the shop $\mathrm{S}_{2}$ is $3(2.5)+4(2)+2(12)+2(1.5)=42.50$
The amount paid by $\mathrm{A}_{1}$ in the shop $\mathrm{S}_{3}$ is $3(1.5)+4(2.5)+2(11)+2(1.5)=39.50$
Similarly, we can calculate for the remaining also.
Now we can represent this data in the following matrix notation:
$\mathrm{A}=\left[\begin{array}{llll}3 & 4 & 2 & 2 \\ 2 & 3 & 4 & 2 \\ 4 & 3 & 2 & 1\end{array}\right]$ and $\mathrm{B}=\left[\begin{array}{ccc}2 & 2.5 & 1.5 \\ 2 & 2 & 2.5 \\ 10 & 12 & 11 \\ 1 & 1.5 & 1.5\end{array}\right]$
Hence $A B=\left[\begin{array}{ccc}36 & 42.5 & 39.5 \\ 52 & 62 & 57.5 \\ 35 & 41.5 & 37\end{array}\right]$
$\therefore$ Either $\mathrm{A}_{1}$ or $\mathrm{A}_{2}$ or $\mathrm{A}_{3}$ can buy the commodities at least cost in the Shop $\mathrm{S}_{1}$.
Example 3: In this example, let us see how a word (small sentence) can be decoded by using a non-singular matrix.
For this, let us consider a non-singular matrix P and a number can be assigned to each letter of the alphabet according to a given table.

| A | B | C | D | E | F | G | H | I | J | K | L | M | N | O | P | Q | R | S | T | U | V | W | X | Y | Z |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 8 | 7 | 5 | 13 | 9 | 16 | 18 | 22 | 4 | 23 | 11 | 3 | 21 | 1 | 6 | 15 | 12 | 19 | 2 | 14 | 17 | 20 | 25 | 24 | 10 | 26 |
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Let $\mathrm{P}=\left[\begin{array}{lll}2 & 0 & 1 \\ 1 & 0 & 1 \\ 0 & 1 & 0\end{array}\right]$ and The text as a sequence of numbers will be organized into a square matrix A in the case that the number of letters is lower than the number of elements of the matrix A, the rest of the matrix can be filled with zero elements.

We put the text "COYOTILLO" in to the matrix $\mathrm{A}=\left[\begin{array}{ccc}5 & 6 & 10 \\ 6 & 14 & 4 \\ 3 & 3 & 6\end{array}\right]$
And encode the text $\mathrm{PA}=\mathrm{X}=\left[\begin{array}{ccc}13 & 15 & 26 \\ 8 & 9 & 16 \\ 6 & 14 & 4\end{array}\right]$
To decode the message we have to multiply the matrix X by the matrix $\mathrm{P}^{-1}$ on the right:
$\mathrm{X} \mathrm{P}^{-1}=\left[\begin{array}{ccc}13 & 15 & 26 \\ 8 & 9 & 16 \\ 6 & 14 & 4\end{array}\right]\left[\begin{array}{ccc}1 & -1 & 0 \\ 0 & 0 & 1 \\ -1 & 2 & 0\end{array}\right]=\left[\begin{array}{ccc}-13 & 39 & 15 \\ -8 & 24 & 9 \\ -2 & 2 & 4\end{array}\right]=\left[\begin{array}{ccc}13 & 13 & 15 \\ 16 & 24 & 9 \\ 24 & 2 & 4\end{array}\right]$, which is"DDPFXEXSI".
Now let us consider the examples on the determinant of a matrix.
Example 4: Consider a parallelogram with three vertices at ( 0,0 ), (a, b), and (c, d).


Consider the matrix A $=\left[\begin{array}{ll}a & b \\ c & d\end{array}\right]$.
Then $|\mathrm{A}|=\mathrm{ad}-\mathrm{bc}$.
Let's find the area of the rectangle $R$ with vertices at $(0,0),(a+c, b+d)$, and $(0, b+d)$ :
$\operatorname{AREA}(\mathrm{R})=(\mathrm{b}+\mathrm{d})(\mathrm{a}+\mathrm{c})$
$=a b+b c+a d+c d$.
Now we find the area of the small rectangles $R 1$ and $R 2$.
$\operatorname{AREA}(R 1)=\mathrm{bc}=\operatorname{AREA}(R 2)$
Next we find the area of the four triangles:
$\operatorname{AREA}\left(\mathrm{T}_{1}\right)=\frac{a b}{2}=\operatorname{AREA}\left(\mathrm{T}_{3}\right)$
$\operatorname{AREA}\left(\mathrm{T}_{2}\right)=\frac{c d}{2}=\operatorname{AREA}\left(\mathrm{T}_{4}\right)$
$\therefore$ Area of Parallelogram $=\operatorname{Area}(R)-2 \operatorname{Area}(R 1)-2 \operatorname{Area}\left(\mathrm{~T}_{1}\right)-2 \operatorname{Area}\left(\mathrm{~T}_{2}\right)$

$$
\begin{aligned}
& =\mathrm{ab}+\mathrm{bc}+\mathrm{ad}+\mathrm{cd}-2(\mathrm{bc})-\mathrm{ab}-\mathrm{cd} \\
& =\mathrm{ad}-\mathrm{bc} \\
& =|\mathrm{A}| .
\end{aligned}
$$

Hence, we see that the determinant of the matrix A whose columns contain the coordinates of two of the parallelogram vertices, gives the area of the corresponding parallelogram in the plane. Since we are working with the distance between points, we use the absolute value of the difference to represent the area of the figure.

Example 5: The absolute value of the determinant of an appropriate3x3matrix can give the volume of a parallelepiped (a slanted box).


If $u=\left(a_{11}, a_{12}, a_{13}\right) ; v=\left(a_{21}, a_{22}, a_{23}\right)$ and $w=\left(a_{31}, a_{32}, a_{33}\right)$, then the volume of the slanted box determined by $u$, $v$, and $w$ (see picture) is the absolute value of the determinant of the matrix
$A=\left[\begin{array}{lll}a_{11} & a_{12} & a_{13} \\ a_{21} & a_{22} & a_{23} \\ a_{31} & a_{32} & a_{33}\end{array}\right]$
A three dimensional version of a two dimensional statement can be investigated further, but a discussion of finding the volume involves more mathematical tools than what we have available at this time. The key point is that determinants are closely related to area and volume formulas.

Example 6: Determinants can also be used to produce equations of lines and of planes.
(a). Consider two distinct points $\left(\mathrm{x}_{1}, \mathrm{y}_{1}\right)$ and $\left(\mathrm{x}_{2}, \mathrm{y}_{2}\right)$. We know that we can determine the equation of the line through those two points by finding the slope: $\mathrm{m}=\frac{y_{2}-y_{1}}{x_{2}-x_{1}}$ and the equation is
$\left(y-y_{1}\right)=m\left(x-x_{1}\right)$.
which can also generate the equation of the line by setting the determinant of a 3 X 3 matrix $A$ equal to zero. where A is

$$
\begin{aligned}
& \text { given by }\left[\begin{array}{ccc}
x & y & 1 \\
x_{1} & y_{1} & 1 \\
x_{2} & y_{2} & 1
\end{array}\right] \text {. } \\
& \text { i.e., }|\mathrm{A}|=x\left(y_{1}-y_{2}\right)-y\left(x_{1}-x_{2}\right)+1\left(x_{1} y_{2}-x_{2} y_{1}\right)=0 \\
& \quad \Rightarrow x y_{1}-x y_{2}-y x_{1}+y x_{2}+x_{1} y_{2}-x_{2} y_{1}=0 \\
& \quad \Rightarrow\left(y-y_{1}\right)\left(x_{2}-x_{1}\right)=\left(y_{2}-y_{1}\right)\left(x-x_{1}\right) \\
& \quad \Rightarrow\left(y-y_{1}\right)=\frac{\left(y_{2}-y_{1}\right)}{\left(x_{2}-x_{1}\right)}\left(x-x_{1}\right) \text {. }
\end{aligned}
$$

(b).The three points $\left(\mathrm{x}_{1}, \mathrm{y}_{1}\right),\left(\mathrm{x}_{2}, \mathrm{y}_{2}\right)$ and $\left(\mathrm{x}_{3}, \mathrm{y}_{3}\right)$ are said to be collinear i. e, the three points will lie on the same line if $\left|\begin{array}{lll}x_{3} & y_{3} & 1 \\ x_{1} & y_{1} & 1 \\ x_{2} & y_{2} & 1\end{array}\right|=0$.
(c). The equation of a plane is: $a x+b y+c z=d$

If we know the coordinates of three points $\left(\mathrm{x}_{1}, \mathrm{y}_{1}, \mathrm{z}_{1}\right),\left(\mathrm{x}_{2}, \mathrm{y}_{2}, \mathrm{z}_{2}\right),\left(\mathrm{x}_{3}, \mathrm{y}_{3}, \mathrm{z}_{3}\right)$ that lie on the plane, then we have three equations:
$\mathrm{a}_{1} \mathrm{x}+\mathrm{b}_{1} \mathrm{y}+\mathrm{c}_{1} \mathrm{z}=\mathrm{d}_{1}$
$\mathrm{a}_{2} \mathrm{X}+\mathrm{b}_{2} \mathrm{y}+\mathrm{c}_{2} \mathrm{z}=\mathrm{d}_{2}$
$\mathrm{a}_{3} \mathrm{x}+\mathrm{b}_{3} \mathrm{y}+\mathrm{c}_{3} \mathrm{z}=\mathrm{d}_{3}$
Let A be the coefficient matrix of the system above,
So the equation of a plane through three distinct points is $|\mathrm{A}|=0$.
Example 7: The maze below was built as a test container for rats.
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The figure shows four compartments with door leading from one to another. A rat in any compartment is equally likely to pass through each of the doors of the compartment. Then the transition matrix of the Markov chain is given
by $\left[\begin{array}{cccc}0 & \frac{2}{3} & 0 & \frac{1}{3} \\ \frac{2}{3} & 0 & \frac{1}{3} & 0 \\ 0 & \frac{1}{2} & 0 & \frac{1}{2} \\ \frac{1}{2} & 0 & \frac{1}{2} & 0\end{array}\right]$

Example 8: (Adjacency matrices and Airlines): You have been hired by the website travelocity.com to help people plan trips between various cities. Often your customers are business travelers so that they want to travel between cities in the morning to conduct a day's business. Large cities often provide flights to many cities, but small cities often are quite limited in the number of cities that they service. Your customers are particularly interested in travel between the following cities. Albany, Boston, New York, Philly, Wash, Richmond, Detroit, and LasVegas. For simplicity, we will only use the first letter to refer to the city. Here is the flight information that you are given.

From Boston there are flights to N, P, W, D
From Albany there are flights to N, W
From New York there are flights to B, P, W, R, D, L
From Philly there are flights to N, B, W, R
From Wash there are flights to B, A, N, R, P, L
From Richmond there are flights to N, P, W
From Detroit there are flights to B, N
From Las Vegas there are flights to N, W
An adjacency matrix for the data is listed below

$$
\left[\begin{array}{llllllll}
0 & 0 & 1 & 1 & 1 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 & 1 & 0 & 0 & 0 \\
1 & 0 & 0 & 1 & 1 & 1 & 1 & 1 \\
0 & 0 & 1 & 0 & 1 & 1 & 0 & 0 \\
1 & 1 & 1 & 1 & 0 & 1 & 0 & 1 \\
0 & 0 & 1 & 1 & 1 & 0 & 0 & 0 \\
1 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 1 & 0 & 0 & 0
\end{array}\right]
$$

Like this the concepts of matrices have so many applications in different areas.
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